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Electron affinities (EAs) and free energies for electron attachment (∆G°a,298K) have been directly calculated
for 45 polynuclear aromatic hydrocarbons (PAHs) and related molecules by a variety of theoretical methods,
with standard regression errors of about 0.07 eV (mean unsigned error) 0.05 eV) at the B3LYP/6-31+G(d,p)
level and larger errors with HF or MP2 methods or using Koopmans’ Theorem. Comparison of gas-phase
free energies with solution-phase reduction potentials provides a measure of solvation energy differences
between the radical anion and neutral PAH. A simple Born-charging model approximates the solvation effects
on the radical anions, leading to a good correlation with experimental solvation energy differences. This is
used to estimate unknown or questionable EAs from reduction potentials. Two independent methods are used
to predict∆G°a,298K values: (1) based upon DFT methods, or (2) based upon reduction potentials and the
Born model. They suggest reassignments or a resolution of conflicting experimental EAs for nearly one-half
(17 of 38) of the PAH molecules for which experimental EAs have been reported. For the antiaromatic
molecules, 1,3,5-tri-tert-butylpentalene and the dithia-substituted cyclobutadiene1, the reduction potentials
lead to estimated EAs close to those expected from DFT calculations and provide a basis for the prediction
of the EAs and reduction potentials of pentalene and cyclobutadiene. The Born model has been used to relate
the electrostatic solvation energies of PAH and hydrocarbon radical anions, and spherical halide anions, alkali
metal cations, and ammonium ions to effective ionic radii from DFT electron-density envelopes. The Born
model used for PAHs has been successfully extended here to quantitatively explain the solvation energy of
the C60 radical anion.

Introduction

Polynuclear aromatic hydrocarbons (PAHs) have been of
great importance in the history of organic chemistry1 and the
early application of quantum mechanical calculations to large
molecules in chemistry.2 Their carcinogenicity3 and prevalence
in the environment from coal, petroleum, and combustion
sources4 have made them the subject of regulation by the U. S.
Environmental Protection Agency (EPA).5 Neutral and cationic
forms of PAHs have been proposed to be a source of the diffuse
interstellar emission bands.6 Anionic PAHs may then play a
role in the evolution of interstellar clouds and have been
observed in experiments designed to measure their spectra.7

Recent papers also focus on other important aspects of
PAHs.8-11 Analytical chemistry and toxicological studies on
PAHs have implicated them as comprising one of the largest
classes of environmental carcinogens.12,13 Analysis for PAHs
is now routine, but improved methods would be desirable, and
recent attempts at natural attenuation14 have led to renewed
interest in methods for the analysis of PAHs in different soil
types. Because PAHs often occur in complex matrixes, improved
methods for more specific detection in the presence of other
hydrocarbons and molecules would be useful. Structure-specific

chemical ionization mass spectrometric methods based upon
differential gas-phase basicities (GBs) have been proposed to
help solve this problem with the aid of calculated GBs.15,16

Negative-ion chemical ionization mass spectrometry is also a
method that leads to enhanced sensitivity toward many PAHs.17,18

Prediction of these sensitivities and the possible existence of
anionic PAHs in interstellar space depends on knowledge of
their electron affinities (EAs). In a related paper, we have shown
that the combined use of experimental and calculated EAs can,
in fact, be very useful in understanding negative-ion mass
spectral sensitivities.17b In recent work, EAs have been calcu-
lated for some PAHs.19 In this paper, we explore the efficacy
of modern quantum mechanical methods for the calculation of
EAs of a wide variety of 45 PAHs and related molecules,
including all PAHs for which EAs are known experimentally.

Electron affinities are an important basic molecular property.
Experimental EAs are known for many, but hardly all, important
PAH molecules. Experimental determinations of electron
affinities19c,20of PAHs come from electron-capture detection,21

electron swarm,22 equilibrium,23 and bracketing24 methods,
collisional activation mass spectrometry,25 electron transmission
spectroscopy,26 and laser photodetachment photoelectron spec-
troscopy.27 We have previously found that gas-phase basicities
of PAHs can be effectively calculated using semiempirical
(AM1), Hartree-Fock (HF), second-order Møller-Plesset
perturbation theory (MP2), and density functional (DFT)
methods with standard errors in regressions with experimental
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values ranging from 2.12 down to 1.36 kcal mol-1.16 The
accurate calculation of EAs is a more challenging problem
theoretically. Unlike ionization potentials (IPs), where Koop-
mans’ Theorem28 methods lead to fortuitous cancellation of
electron correlation and ion relaxation effects, there is no such
cancellation in the calculation of EAs. Since the direct calcula-
tion of EAs from the difference in the energies of the neutral
and anionic PAH involves odd-electron systems, spin contami-
nation can become a problem in the calculation of the anion,
and diffuse functions may also be needed. Another approach is
the use of Green’s Function or propagator methods.29 Like the
Koopmans’ Theorem approximation, Green’s Function methods
calculate ionization potentials and electron affinities as properties
of the wave function of the neutral species and do not require
an additional calculation for the radical cation or anion.

Previous theoretical studies on the negative ions of PAHs6c,19,30

have only recently included correlated methods with diffuse
basis sets. Numerous recent theoretical investigations of neutral
and cationic PAHs have focused on the prediction of infrared
spectra.6,31-34 Schaefer and co-workers have shown that DFT
can be an accurate method for predicting the electron affinities
of various molecules and some hydrocarbons.19,35-38 We will
explore the applicability of a variety of the theoretical methods
discussed above to the calculation of EAs of a wide range of
PAHs and related molecules and compare with experimentally
known values.

Theoretical Methods

Several methods have been used for the calculation of electron
affinities. Since available experimental electron affinities of
PAHs are largely adiabatic, the most direct theoretical method
comes from calculation of the energies of both the neutral and
anionic forms of the PAH at their respective optimized
geometries, the “∆E” method. We have also used Koopmans’
Theorem to calculate EAs from LUMO energies of the neutral
PAHs or from HOMO energies of their anions. In addition, the
outer-valence Green’s Function (OVGF) method has been
used.29,39 All calculations were performed using the Gaussian
94, Gaussian 98, and Gaussian 03 program suites.40

Complete geometry optimizations for the neutral and anionic
forms of all molecules were first carried out by the Hartree-
Fock (HF) method41 with a 6-311G(d,p) basis set (HF/6-311G-
(d,p)) followed by frequency calculations. All geometries were
reoptimized using density functional methods using Becke’s
three-parameter exchange functional with the Lee, Yang, and
Parr correlation functional at the B3LYP/6-311G(d,p) level42

and frequency calculations carried out in order to verify that
the stationary points thus obtained were true minima and to
determine thermodynamic parameters for the determination of
reaction energetics. The 6-311G(d,p) basis set was used in these
calculations because diffuse functions sometimes result in linear
dependencies that interfere with self-consistent field (SCF)
convergence in DFT methods; however, single-point B3LYP/
6-31+G(d,p), B3LYP/6-311+G(2df,2pd), B3LYP/cc-pVDZ,
B3LYP/aug-cc-pVDZ, B3LYP/cc-pVTZ, and B3LYP/aug-cc-
pVTZ calculations at the B3LYP/6-311G(d,p) geometries were
carried out to account for the effect of diffuse functions on
reaction energetics with no SCF convergence problems. All of
these DFT single-point calculations were carried out with the
scf)tight option, which gives energies that can differ by as much
as 0.25 kcal mol-1 from the default option. For 1,3-butadiene,
cyclobutadiene, and pentalene and their anions, B3LYP/6-
31+G(d,p) geometries and frequencies were calculated with no
significant change in reaction energies, zero-point energy, or

entropy from the B3LYP/6-311G(d,p) data. For 1,3-butadiene
and cyclobutadiene, Møller-Plesset many-body perturbation
theory at second order (MP2) up to fourth order (MP4 with
single, double, triple, and quadruple electronic excitations,
MP4SDTQ)43 and the coupled-cluster method with noniterative
triples (CCSD(T))44 were employed. For all molecules, MP2
calculations were performed. Among basis sets used for MP2
calculations, the 6-31+G(d,p) basis has been shown to be an
effective small basis set for energies of hydrocarbons45,46 and
was used for hydrocarbons and their radical anions up to 12
carbons. For hydrocarbons and their radical anions up to 24
carbons, MP2/6-31G(d) calculations were used. The larger
Dunning correlation-consistent polarized valence triple-ú basis
with diffuse augmentation functions (aug-cc-pVTZ)47 was used
for the four-carbon molecules and ions. Calculations at the
CCSD(T)/cc-pVTZ//MP2/6-31+G(d,p) level using MP2 geom-
etries have been found to give accurate energies for hydrocar-
bons and carbocations, even for heats of formation based upon
hydrogenolysis energies, where fortuitous error cancellation is
minimized.48 EAs at effectively the CCSD(T)/aug-cc-pVTZ//
MP2/6-31+G(d,p) level were estimated from CCSD(T)/6-
31+G(d,p), MP4/cc-pVTZ, and MP2/aug-cc-pVTZ levels as-
suming G2-like additivity of basis-set effects.48

For the open-shell radical anions, all calculations were done
with spin-unrestricted methods, where spin contamination from
quartet and higher spin states is a potential problem. Indeed,
the UHF and UMP2 calculations showed large<S2> operator
expectation values from 0.8229 to 2.2797 at UHF/6-311G(d,p),
0.7706 to 2.2969 at UMP2/6-31G(d), and 0.7711 to 1.1614 at
UMP2/6-31+G(d,p). Remarkably smaller values were found
with the UB3LYP method, with values (from 0.7523 to 0.7709)
close to the expected 0.75 value for a pure doublet spin state.
Calculations at the ROB3LYP/6-31+G(d,p) level for the anions
(scf)tight) eliminate the contributions from higher spin states
and give energies only 0.4-0.9 kcal mol-1 higher in energy
than UB3LYP/6-31+G(d,p) energies, except for pentalene and
coronene, which give energies 1.7 and 4.5 kcal mol-1 higher,
and picene, which gives a different electronic symmetry,2B.
The use of spin annihilation by Schlegel’s projection method,49

as implemented with PMP2 calculations in the Gaussian
program, usually led to some improvement in spin contamina-
tion, and resulting PUHF and PUMP2 energies were used for
calculation of EAs.

In the cases of benzo[c]phenanthrene (C2), 1,1-diphenyleth-
ylene (C2), cyclooctatetraene (D2d), styrene (C1), trans-stilbene
(C2 at the HF level, butC2h at the DFT level), and biphenyl
(D2), the minimum-energy geometries for the neutral species
were found to be nonplanar, as were the radical anions for
benzo[c]phenanthrene (C2), 1,1-diphenylethylene (C2), picene
(C2), 1,3,5-triphenylene (C2), and biphenyl (D2). Other geom-
etries are 1,3,5-trimethylpentalene (C1, but nearCs with the
symmetry plane of the rings), 1,3,5-trimethylpentalene anion
(Cs, with the symmetry plane perpendicular to the rings), 1,3,5-
tri-tert-butylpentalene and its anion (Cs with the symmetry plane
of the rings),1 and 2 and their anions (C2h), 3 and its anion
(C2), anthracene-anthracene anionπ complex (Ci) (B3LYP/3-
21G frequency calcd, NImag) 0), end-to-end complex, and
9,9′-σ-bound complex (Ci) (B3LYP/3-21G frequency calcd,
NImag ) 1). The geometry of the C60 anion has been proble-
matic, giving theCi geometry as the minimum (NImag) 0),
which lies only 0.01-0.03 kcal mol-1 lower in energy than the
D3d geometry. Details of geometries, molecular symmetries,
ionic electronic states, and electronic energies are tabulated in
the Supporting Information. The symmetries of benzene, triph-
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enylene, and coronene were lowered slightly when computing
the energies of the anions at the neutral geometries to avoid
partial occupancy of degenerate LUMOs and attendant com-
putational problems. Thermochemical data were calculated with
zero-point energy corrections from scaled B3LYP/6-311G(d,p)
frequencies using a scaling factor of 0.99 for DFT zero-point
energies from linear regressions with experimentally known
zero-point energies of organic molecules.45,50 A scaling factor
of 0.96 for DFT frequencies for the thermal and entropy terms
was derived from linear regressions on experimental frequencies
of organic molecules and PAHs.7bd,45,50

The calculations were performed either at the National
Environmental Scientific Computing Center (NESC2) or locally
on SGI Octane, Origin, Indigo2, or Dell Precision 390n
workstations.

Results and Discussion

Experimental EA Data. A series of 45 PAHs and related
molecules was chosen for calculation in this paper. These
included 38 PAHs whose experimental EAs were available. The
structures and names of many of these compounds are shown
in Chart 1. Table 1 contains a summary of EA determinations
for these molecules by various experimental methods.20-27 The
“EAs” from electron-transfer equilibrium methods (CID, Brack,
IMRE, Kine in Table 1) are more properly regarded as free
energies of electron attachment (∆G°a,298K), while electron
affinities are defined as adiabatic energies of electron attachment,
-∆E°a,0K. The electron swarm (ES) and electron-capture
detection (ECD) methods can both give equilibrium constants
for attachment of thermal electrons and energies that may also
be regarded as free energies of electron attachment. With
accurately scaled B3LYP/6-311G(d,p) frequencies, thermody-
namic terms may be calculated as appropriate for each experi-
mental method, as shown in Table 2.

Measurements of equilibrium constants at a particular tem-
perature (IMRE) give free energies at that temperature, which
are converted to enthalpies and a common scale of free energies
at room temperature,∆G°a,298K, in Table 2 using DFT-calculated
entropies for electron transfer. The entropies for electron
attachment are small, ranging from about 2 to 3 cal mol-1 K-1

for these PAHs. At the time that the experimental free energies
were reported, accurate entropies for electron attachment to
PAHs were not known, but such experimental data can be
reanalyzed at this time. The adiabatic EA for the primary
standard, sulfur dioxide, has been revised upward from 1.10 to
1.107 eV.27i The entropy for electron attachment for sulfur
dioxide is calculated here from DFT frequency calculations to
be 2.11 cal mol-1 K-1, or 2.05 cal mol-1 K-1 from experimental
frequencies.23c Thus, the revised-∆G°a value for sulfur dioxide
is 1.13 eV at 298 K, 1.14 eV at 423 K, and 1.16 eV at 584 K,
which leads to some small upward revisions in reported
experimental free energies at these temperatures reflected in
Table 1 for molecules determined by equilibrium methods. In
Table 2, these experimental free energy data are converted to
room temperature with DFT-calculated thermochemical terms,
assuming that∆H°a is constant over the temperature range
considered.

For temperature-dependent equilibrium measurements (TDEq),
the experimental results are given as enthalpies for electron
attachment,∆H°a,298K, and can be converted to∆G°a,298K from
entropies of electron attachment. These experiments on azulene,
anthracene, and other aromatic molecules give entropies for
electron attachment when related to the absolute entropy for
sulfur dioxide.23c-e These experimental entropies differ from

the DFT-calculated entropies, often by somewhat more than the
expected experimental errors of about 2 cal mol-1 K-1.23c Thus,
the experimental and calculated entropies for electron attachment
for azulene are 4.5 and 2.6 cal mol-1 K-1 and for anthracene

CHART 1: Structures of PAHs and Related
Hydrocarbons
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are -1.1 and 2.6 cal mol-1 K-1, respectively. Since DFT
calculations reproduce experimental vibrational frequencies quite
well,7 we expect that the theoretically estimated entropies will
be more accurate than the experimental ones. We have,
therefore, given preference to experimental free energy data and
used the theoretical entropies to calculate enthalpies for electron
attachment in Table 2. Experimental free energies have also
been converted to∆E°a,0K and “electronic energies”,∆E°a,e, with

DFT-calculated thermal and zero-point energy terms in Table
2. These energies, derived from experimental data, are used in
Tables 3 and 4 for convenience of comparison with theoretically
calculated energies. All thermodynamic calculations use the
stationary electron convention and neglect the spin multiplicity
of the electron.20

Laser photodetachment photoelectron spectroscopy (LPES)
directly measures adiabatic EAs,∆E°a,0K, provided that geom-

TABLE 1: Experimental “Electron Affinities” (EAs)

hydrocarbon EA values (eV)a methodsb refs

acenaphthylene 0.8, 0.41? Est, ECD 21f
anthracene 0.53, 0.58, 0.61,

0.66, 0.48, 0.57,
0.556, 0.42, 0.56

LPES, IMRE(343 K),
TDEq, ECD, ECD,
ECD, ECD, ECD,
CID

27c, 23c,f, 23e, 21i,
21f, 21c, 21b, 21a,
25a,b

azulene 0.79, 0.79, 0.70,
0.69, 0.70, 0.52,
0.656,>0.46

LPES, IMRE(423 K), TDEq,
Kine(500 K), ECD, ECD,
ECD, ES

27e, 23c-e, 23c, 23a,
21h, 21f, 21b, 22

benz[a]anthracene 0.70, 0.63, 0.46,
0.39?

ECD, ECD, ECD,
CID

21i, 21b, 21a,
25a,b

benzo[c]phenanthrene 0.4, 0.54, 0.545,
0.33

Avg, ECD, ECD,
ECD

21i, 21b, 21a

benzo[a]pyrene 0.79, 0.83, 0.68 IMRE(420 K), ECD, ECD 23f, 21i, 21a,b
benzo[e]pyrene 0.49, 0.534 ECD, ECD 21i, 21b
benzo[ghi]perylene 0.7, 0.42? Est, CID 25a,b
biphenyl -0.1, 0.15?, 0.13? Est, ECD, ECD 21f, 21i,j
biphenylene 0.2, 0.89? Est, CID 51, 25a,b
chrysene 0.42, 0.397, 0.33 ECD, ECD, ECD 21i, 21b, 21a
corannulene 0.8, 0.50? Est, CID 25a
coronene 0.47, 0.54 LPES, CID 27h, 25a
dibenz[a,h]anthracene 0.68, 0.595 ECD, ECD 21i, 21b
dibenz[a,j]anthracene 0.6, 0.69, 0.591 Avg, ECD, ECD 21i, 21b
1,1-diphenylethylene 0.2, 0.40? Est, ECD 21i,j
fluoranthene 0.7, 0.63?, 0.63? Est, ECD, CID 21d, 25a,b
fluorene -0.1, 0.28? Est, ECD 21f
indene -0.4, 0.17? Est, ECD 21f
1-methylanthracene 0.55 CID 25b
1-methylnaphthalene -0.2, 0.16? Est, ECD 21f
2-methylnaphthalene -0.2, 0.14? Est, ECD 21f
naphthalene -0.19,-0.20,-0.2,

0.15, 0.14, 0.148,
0.14

ETS, LPES est, Est,
ECD, ECD, ECD,
ECD

26a,b, 27f,g, 23c,e-g,
21i, 21g, 21b, 21f

naphthacene (tetracene) 1.04, 0.88 IMRE(458 K), ECD 23f, 21c
phenanthrene 0.1, 0.31?, 0.27,

0.307, 0.20, 0.31?
Est, ECD, ECD,
ECD, ECD, CID

21i, 21f, 21b, 21a,
25a,b

pentacene 1.35 IMRE(589 K) 23f
perylene 0.97, 0.98, 0.35? LPES, IMRE(425 K), CID 27d, 23f, 25a,b
picene 0.542 ECD 21b
pyrene 0.56, 0.591, 0.50,

0.39, 0.59
ECD, ECD, ECD,
ECD, CID

21i, 21b, 21c, 21a,
25a,b

triphenylene 0.29, 0.285, 0.14 ECD, ECD, ECD 21i, 21b, 21a
benzocyclobutadiene 0.32 Brack(500 K) 24
cyclooctatetraene 0.65, 0.55, 0.577,

0.58
LPES, Kine(298 K),
ECD, CID

27b, 23b, 21e, 25c

styrene -0.1, 0.15? Est, ECD 21i,j
trans-stilbene 0.35, 0.38 ECD, ECD 21i,j, 21f
diphenylacetylene 0.32 ECD 21f
benzene -1.12,-1.13,-1.2 ETS, ETS, Est 26b, 26a, 21i
1,3-butadiene -0.68 ETS 26a
C60 2.689, 1.62? LPES, CID 63, 25a
C70 2.676 LPES 63

a Experimental electron affinities from different methods correspond to different thermodynamic quantities. Most methods give free energies of
electron attachment (∆G°a,298K), and exceptions are listed below for appropriate methods. Questionable experimental data based upon the analysis
in this work are so indicated; see text. Preferred values are listed first and used in Table 2 and the following tables. For phenanthrene and fluoranthene,
the somewhat doubtful experimental data are used in subsequent tables. They are similar to the, probably preferable, values estimated from reduction
potentials in Table 2 and calculations in Tables 5 and 7.b Avg, approximate average of ECD values; Brack, bracketing reactions (∆G°a,298K); ECD,
electron-capture detector (∆G°a,298K); CID, kinetic method by collisionally induced dissociation; ES, electron swarm (∆G°a,298K); ETS, electron
transmission spectroscopy (∆E°a,0K); Est, estimated from half-wave reduction potential and correlation of solvation energy with ionic size (see text),
from EA data of substituted naphthalenes for naphthalene, and from the best value for naphthalene for the methylnaphthalenes (see text); IMRE,
ion-molecule reaction equilibrium (∆G°a, measured at temperatures listed and corrected with DFT entropies and with new EA for SO2; see text);
Kine, from forward and reverse rate constants (∆G°a,298K); LPES, laser photodetachment photoelectron spectroscopy (∆E°a,0K); TDEq, temperature-
dependent equilibrium ion-molecule reaction,∆H°a,298K, corrected with new EA for SO2; see text.
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etry changes between the neutral and ionic species are small,
as expected generally for PAHs. Electron transmission spec-
troscopy (ETS) attachment energies are often regarded as
“vertical” negative EAs, close to adiabatic EAs, but this method
actually detects resonance states in which the electron is
unbound.26a Such data are treated here as adiabatic EAs and
converted to the common free energy scale with DFT-calculated
thermochemical data in Table 2. Where more than one value is
reported in the literature, the first value listed in Table 1 is our

preferred value. Where available, these were chosen from LPES
or charge-transfer equilibrium free energy data. We have given
preference to the LPES experiments. Such data are perhaps
somewhat more reliable than free energy data and have the
advantage that they give absolute values for the EAs. Further-
more, data from LPES and IMRE equilibrium free energies are
generally in close agreement with one another after conversion
of the LPES EAs to a common scale of free energies in Table
2. For example, this comparison for azulene gives derived

TABLE 2: Solution Reduction Potentials, Experimental Electron-Attachment Free Energies, and Solvent Effectsa

Experimental EA Data

hydrocarbon
-E1/2

vs Hgb
-E1/2

vs SCEb EAexptl
c -∆E°a,e -∆E°a,0K -∆H°a,298K -∆G°a,298K -∆G°a,pred

d
error in
y vs Hge

-∆∆G°sol - E1/2

pred vs Hgf rg

1,3-butadiene 2.16 2.66 -0.68h -0.87 -0.68 -0.71 -0.64 -0.59 -0.04 -2.69 3.00
cyclobutadiene 1.6 2.30 -0.08i -0.30 -0.15 -0.18 -0.08 -0.13 0.05 -2.69 2.87
1 2.0 2.5 0.3j 0.21 0.30 0.31 0.3 0.26 -1.91 4.59
benzene 2.86 3.42 -1.12h -1.39 -1.12 -1.17 -1.04 -1.19 0.15 -2.39 3.17
pentalene 0.4 0.9 1.4j 1.25 1.38 1.37 1.4 1.38 -2.41 3.36
1,3,5-tri-t-Bupentalene 0.95 1.45 1.3j 1.17 1.30 1.29 1.3 1.33 -1.96 4.67
styrene 1.96 2.65 -0.1j -0.27 -0.11 -0.12 -0.1 -0.14 -2.35 3.45
cyclooctatetraene 1.12 1.62 0.65h 0.58 0.65 0.65 0.66 0.71 -0.05 -2.43 3.46
indene 2.25 2.77 -0.4j -0.64 -0.43 -0.44 -0.4 -0.40 -2.36 3.50
azulene 1.10 1.60 0.79h 0.66 0.79 0.78 0.81 0.79 0.02 -2.30 3.59
naphthalene 1.99 2.51 -0.19h -0.36 -0.19 -0.21 -0.16 -0.10 -0.06 -2.38 3.59
1-Menaphthalene 2.02 2.52 -0.2h -0.37 -0.2 -0.21 -0.2 -0.07 -2.36 3.71
2-Menaphthalene 2.04 2.54 -0.2h -0.37 -0.2 -0.21 -0.2 -0.09 -2.35 3.71
acenaphthylene 1.17 1.67 0.8j 0.65 0.78 0.77 0.8 0.78 -2.24 3.71
biphenylene 1.73 2.23 0.2j 0.05 0.19 0.18 0.2 0.22 -2.28 3.72
biphenyl 2.07 2.60 -0.1j -0.31 -0.14 -0.16 -0.1 -0.08 -2.24 3.80
fluorene 2.12 2.62 -0.1j -0.30 -0.13 -0.15 -0.1 -0.12 -2.19 3.84
anthracene 1.41 1.96 0.53h 0.29 0.53 0.50 0.60 0.61 -0.01 -2.20 3.89
phenanthrene 1.92 2.46 0.1k -0.11 0.06 0.05 0.1 0.11 -2.19 3.90
diphenylacetylene 1.69 2.19 0.32 0.18 0.31 0.30 0.32 0.36-0.04 -2.20 3.96
trans-stilbene 1.61 2.21 0.35 0.27 0.40 0.40 0.35 0.45 -0.10 -2.25 3.99
1,1-diphenylethylene 1.80 2.32 0.2j 0.05 0.20 0.19 0.2 0.26 -2.21 4.00
1-Meanthracene 1.42 1.92 0.55 0.39 0.53 0.52 0.55 0.65-0.10 -2.24 4.02
fluoranthene 1.23 1.73 0.7l 0.55 0.68 0.67 0.7 0.84 -2.28 4.02
pyrene 1.53 2.10 0.56 0.39 0.54 0.52 0.56 0.54 0.02 -2.12 4.02
benz[a]anthracene 1.53 2.06 0.70 0.52 0.67 0.66 0.70 0.60 0.10 -1.98 4.17
benzo[c]phenanthrene 1.75 2.24 0.4 0.21 0.37 0.36 0.40 0.38 0.02 -2.06 4.19
chrysene 1.77 2.31 0.42 0.19 0.37 0.35 0.42 0.36 0.06 -2.02 4.19
naphthacene(tetracene) 1.14 1.64 1.04m 0.88 1.00 0.99 1.02 0.99 0.03 -2.05 4.18
triphenylene 1.91 2.46 0.29 -0.02 0.22 0.19 0.29 0.21 0.08 -2.01 4.17
corannulene 1.25 1.75 0.8j 0.47 0.66 0.63 0.8 0.84 -2.11 4.22
benzo[a]pyrene 1.31 1.99 0.79m 0.61 0.75 0.74 0.77 0.85 -0.08 -2.13 4.27
benzo[e]pyrene 1.58 2.17 0.49 0.29 0.46 0.44 0.49 0.58 -0.09 -2.14 4.27
perylene 1.17 1.67 0.97h 0.83 0.97 0.96 1.00 0.99 0.01 -2.04 4.26
benzo[ghi]perylene 1.49 1.99 0.7j 0.53 0.68 0.66 0.7 0.70 -2.02 4.37
pentacene 0.86 1.30 1.35m 1.19 1.30 1.30 1.32 1.35 -0.03 -2.03 4.43
picene 1.79 2.29 0.54 0.32 0.48 0.47 0.54 0.43 0.11 -1.88 4.45
dibenz[a,h]anthracene 1.55 2.05 0.68 0.49 0.65 0.64 0.68 0.66 0.02 -1.98 4.42
dibenz[a,j]anthracene 1.57 2.07 0.60 0.39 0.57 0.55 0.60 0.64-0.04 -2.04 4.42
coronene 1.53 2.03 0.47h 0.20 0.47 0.44 0.57 0.69 -0.12 -2.11 4.45
C60 -0.24 0.26 2.689h 2.50 2.69 2.65 2.78 2.69 0.09 -1.67 5.34
C70 -0.24 0.26 2.676h 2.49 2.68 2.64 2.77 2.74 0.03 -1.68 5.77

a All values in electronvolts except ionic radii in angstroms.b Half-wave reduction potentials from refs 2, 21i, 51, 66, and 70, usually in DMF
(0.1 M tetraalkylammonium salt). Values vs standard calomel electrode (SCE) from ref 21i (estimated from Hg electrode data using an avg. 0.5 V
difference where quoted to 0.1 eV). Reduction potential for indene estimated from the measured difference in reduction peak potential from naphthalene
in DMF, this work. The value for cyclobutadiene is estimated and fits the high-level-calculated EA, and that for pentalene is from the value for its
tri-tert-butyl derivative; see text.c Electron affinities from Table 1, which are free energies for electron attachment,∆G°a, except where noted
otherwise. Experimental data are treated, as appropriate, to calculate other thermodynamic quantities using the B3LYP/6-311G(d,p) scaled frequencies;
see text.d Predicted from the Hg reduction potentials in eq 1 and solvation effects predicted from the regression eq 4 with 1/r; see text.e Residual
error in∆∆Gsol from linear regression,y ) mx+ b, with ∆∆Gsol asy and with 1/r asx in eq 4, excluding 16 points; see text.f Difference between
solvation free energies of the neutral hydrocarbon and radical anion as in ref 21i with reference electrodevoltages of-4.21 V for Hg (and-4.71
V for SCE). g Ionic radius in angstroms calculated from the molecular volume of the hydrocarbon calculated in Gaussian from 0.001 e bohr-3

electron-density envelopes from B3LYP/6-31+G(d,p) calculations.h Electron-attachment energy from ETS for negative EAs (estimates for the
methylnaphthalenes), or EAs from LPES experiments for positive EAs; both are treated as adiabatic EAs.i Calculated value of free energy from
CCSD(T) data (see Table 4).j Experimental free energy suspect or missing. Estimated from reduction potential (vs Hg) and predicted solvent effect
from regression with 1/r. For pentalene, the value is estimated from the 1,3,5-tri-t-bupentalene value and DFT-calculated differences.k A value of
0.1 eV better fits the estimated value from reduction potential data, the DFT-calculated values in Table 5, and data in Table 7.l A value of 0.7 eV
better fits the estimated value from reduction potential data, the DFT-calculated values in Table 5, and data in Table 7.m Free energy of electron-
attachment at temperature given in Table 1. Original experimental data adjusted to 298 K using calculated entropies.
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negative free energies of electron attachment of 0.80, 0.78, 0.73,
and 0.67 eV for the LPES, IMRE, TDEq, and Kine data,
respectively. Similarly, for anthracene, the free energies are 0.62,
0.58, and 0.64 eV for the LPES, IMRE, and TDEq data,
respectively. For perylene, the LPES and IMRE data give
negative free energies of 0.99 and 0.97 eV, respectively. For
cyclooctatetraene, the agreement is less good; the LPES and
Kine data give free energies of 0.66 and 0.55 eV, respect-
ively.23b,27bThe PES is not expected to show an adiabatic EA
because of the large geometry change, but combining the
experimental EA and an experimental estimate of the confor-
mational energy correction gives an estimated adiabatic EA
value of 0.65 eV.27b Whether this value or that from the
equilibrium experiment is more accurate is not clear, but the
LPES value will be shown later to be most consistent with
theoretical estimates and solution data.

The close agreement between experimental free energies and
LPES data suggests that the LPES method normally gives
adiabatic values. We tested whether geometry changes between
the neutral and ionic species are small, as required for adiabatic
transitions, by comparing the HF/6-311G(d,p) energies of the
radical anions for many PAH species at the neutral and
optimized anion geometries. The differences were fairly constant
for 20 PAHs, with the geometry relaxation energies ranging
from 0.26 to 0.46 eV, except for biphenyl where a larger
geometry change gives a 0.67 eV relaxation energy. Similar
comparisons at the B3LYP/6-311G(d,p) level gave much smaller
relaxation energies, ranging from 0.08 to 0.32 eV, with
cyclobutadiene and biphenyl at 0.32 eV, styrene at 0.19 eV,

and cyclooctatetraene at 1.07 eV for its large change to a planar
anionic geometry. The DFT-calculated relaxation energies are
judged the more reliable and are tabulated in the Supporting
Information. Such calculations, at effectively the CCSD(T)/aug-
cc-pVTZ level for butadiene, reduced the relaxation energy from
0.29 eV at the DFT level to only 0.15 eV. On the basis of these
data and the upcoming agreement found between experimental
data and theoretical calculations, we believe that differences
between vertical and adiabatic EAs will usually be small and
should hardly affect comparisons of trends in the EAs.

The ECD data from many determinations usually agree well
with one another, even though the data sometimes come from
treatments of the temperature-dependent response data using
both the common-intercept21b and determined-intercept21e,i

methods. The ECD measurements are similar to free energy
measurements, usually within 0.1 eV, in accord with the
presumption that this method measures free energies.

For naphthalene, however, there is a major inconsistency
between ECD and ETS experiments, with the former indicating
a positive EA and the latter a negative one. Careful attempts at
equilibrium experiments indicate that the anion is not bound,23c,e,f

and extrapolation of reliable equilibrium data for naphthalene
derivatives23e-g is quantitatively consistent with the apparently
adiabatic EA of-0.19 eV for naphthalene from ETS measure-
ments.26a,b This analysis is confirmed by experimental LPES
data for sequentially hydrated naphthalenes and naphthalene
dimers, trimers, etc., where extrapolation to naphthalene leads
to EAs of -0.20 and -0.18 eV, respectively.27e,h Further
confirmation of this assignment for the EA of naphthalene is
found in our estimate of the EA from the solution reduction
potential, as discussed later.

Thus, the electron-capture data for naphthalene seem to be
spurious.23e,f Such experiments do not directly identify the
negative ions formed and might be ambiguous for other
molecules, as well. Presumably, the ECD EAs are similarly
flawed for the methylated naphthalenes, which should have
values near-0.2 eV judging from the small effect of methyl
substitution predicted theoretically and observed for 2-methyl-
anthracene. These problems call into question the accuracy of
other ECD data, especially for molecules with low EAs,
biphenyl, 1,1-diphenylethylene, fluorene, indene, and styrene.17b

Furthermore, there are several molecules for which the ranges
of ECD values are as large as 0.1-0.2 eV or more.

In the case of perylene, there is a large disagreement between
the low value from the collisionally induced dissociation method
and the higher values from equilibrium and photodissociation
data. For benz[a]anthracene, the CID value again appears
anomalous compared with ECD data. It appears that the
collisionally induced dissociation data are misleading, which
calls into question the validity of other CID data.

It was hoped that calculational results and an analysis of
reduction potential data in solution2,51 would help resolve
experimental problems such as those identified above. The
experimental data which we regard as questionable for 17
molecules are designated in Table 1 with a question mark. New
recommended values are given there as the first-listed EA based
upon the analysis of experimental EAs, solution reduction
potentials, and quantum calculations that follow.

In our initial analysis of experimental EA data in comparison
with different theoretically calculated EAs, we immediately
noticed that the EA of biphenylene, from a CID experiment,
was the most anomalous. To test whether this might be the result
of problems with the theory for biphenylene, perhaps related
to its antiaromaticity, we studied other antiaromatic molecules,

TABLE 3: Calculated and Experimental Electron Affinities
for Representative PAHs from Koopmans’ Theorem and
ROVGF Methodsa

benzene azulene naphthalene biphenylene

ELUMO(M)b

HF/6-31G(d) -4.08 -1.71 -2.82 -2.57
[0.00] 2.37 1.26 1.51

HF/6-31+G(d,p) -2.29 -1.15 -1.98 -1.86
[0.00] 1.14 0.31 0.43

HF/6-311G(d,p) -3.71 -1.47 -2.55 -2.30
[0.00] 2.24 1.16 1.41

B3LYP/6-311G(d,p) 0.26 2.12 1.26 1.51
[0.00] 1.86 1.00 1.25

EHOMO(M-)c

HF/6-31G(d) -1.57 0.60 -0.58 -0.39
[0.00] 2.17 0.99 1.18

HF/6-31+G(d,p) -1.12 1.06 -0.18 0.01
[0.00] 2.18 0.94 1.13

HF/6-311G(d,p) -1.25 0.88 -0.31 -0.12
[0.00] 2.13 0.94 1.13

HF/6-311G(d,p)d -1.80 0.32 -0.92 -0.76
[0.00] 2.12 0.88 1.04

B3LYP/6-311G(d,p) -3.59 -1.19 -2.09 -1.51
[0.00] 2.40 1.50 2.08

B3LYP/6-311G(d,p)d -4.00 -1.50 -2.36 -1.90
[0.00] 2.50 1.64 2.10

ROVGF/6-311G(d,p) -2.61 -0.36 -1.55 -1.09
[0.00] 2.25 1.06 1.52

experimental EA,-∆E°0K -1.12 0.79 -0.19 0.2(0.88)e

[0.00] 1.91 0.93 1.2(1.92)e

a All values in electronvolts. Second-row entries are EAs relative to
benzene.b Koopmans’ Theorem EA from LUMO energy of neutral
PAH at optimized geometries calculated at the same level.c Koopmans’
Theorem EA from HOMO energy of radical anion of PAH at optimized
geometries calculated at the same level.d Vertical Koopmans’ Theorem
EA from HOMO energy of radical cation at geometry of neutral PAH
calculated at the same level.e Values in parentheses are suspect. The
preferred values, estimated from solution reduction potentials, appear
more accurate.
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cyclobutadiene, pentalene, and cyclooctatetraene. The first two
molecules in this set had no experimental EA values, but
literature values for the reduction potentials for their derivatives,
1 and 1,3,5-tri-tert-butylpentalene, were found for comparison,
as well as for biphenylene. If the gas-phase EAs could be
estimated from the related solution reduction potentials, then
we might be able to confirm whether the gas-phase EA for
biphenylene has a value consistent with its solution reduction
potential and to see how experimental data for the other
antiaromatic molecules compared with theoretical EAs. As we
shall see, it is the CID experiment on biphenylene that appears
anomalous, rather than the theoretical result.

Table 2 contains two sets of experimental reduction potential
data and a summary of the most reliable experimental gas-phase
“EA” data selected from the various sources in Table 1. This
EA data have been converted to a common scale of EAs,
∆E°a,0K, and ∆G°a,298K values for the electron-attachment
reaction using theoretical thermochemical parameters as de-

scribed above. We will use the∆G°a,298K data set for most
subsequent comparisons. The∆G°a,298K values for molecules
whose experimental EAs are suspect, or not known, are reported
to only one decimal accuracy and have been estimated by
methods described below from theoretical calculations and
experimental reduction potentials. The right-hand columns in
Table 2 relate to the analysis of the reduction potential data
and derived solvation energies in terms of ionic size.

Solution Reduction Potentials and Radical Anion Solva-
tion. Correlations between EAs and half-wave reduction
potentials (E1/2)2,21i,51in solution would be useful in the analysis
of questionable experimental EA data, provided that such
correlations were quantitatively reliable. Such comparisons
between gas-phase EAs and solution reduction potentials depend
directly on the effect of solvation energies upon the electron-
attachment process, as illustrated in the thermodynamic cycle
in Scheme 1. In correlations of EA withE1/2 for some sets of
molecules, it has been observed, or presumed, that the slopes

TABLE 4: Calculated and Experimental Electronic Electron Affinities for Representative Hydrocarbons from the ∆E Method
and Electronic Electron Affinities Relative to Benzenea

1,3-buta-
diene

cyclo-
butadiene benzene pentalene

benzocyclo-
butadiene styrene

cycloocta-
tetraene azulene

naphtha-
lene

biphenyl-
ene

-∆E°a,e
b

HF/6-31G(d) -2.21 -1.80 -2.87 0.15 -1.35 -1.74 -0.96 -0.14 -1.73 -1.52
0.66 1.07 [0.00] 3.02 1.52 1.13 1.91 2.73 1.14 1.35

HF/6-311G(d,p) -1.91 -1.49 -2.54 0.37 -1.09 -1.47 -0.72 0.08 -1.47 -1.26
0.63 1.05 [0.00] 2.91 1.45 1.07 1.82 2.62 1.07 1.28

HF/6-31G(d)c -2.20 -1.84 -2.86 0.19 -1.36 -1.73 -0.95 -0.13 -1.72 -1.51
0.66 1.02 [0.00] 3.05 1.50 1.13 1.91 2.73 1.14 1.35

PHF/6-31G(d)c -1.95 -1.76 -2.58 0.79 -1.21 -1.18 -0.86 0.62 -1.44 -1.33
0.63 0.82 [0.00] 3.37 1.37 1.40 1.72 3.20 1.14 1.25

MP2/6-31G(d)c -2.21 -1.34 -2.90 -0.10 -1.02 -2.06 -0.41 -1.17 -1.60 -0.98
0.69 1.56 [0.00] 2.80 1.88 0.84 2.49 1.73 1.30 1.92

PMP2/6-31G(d)c -2.01 -1.31 -2.68 0.40 -0.89 -1.59 -0.36 -0.49 -1.38 -0.84
0.67 1.37 [0.00] 3.08 1.79 1.09 2.32 2.19 1.30 1.84

HF/6-31+G(d,p)d -1.57 -1.10 -2.24 0.73 -0.80 -1.25 -0.51 0.22 -1.28 -1.07
0.67 1.14 [0.00] 2.97 1.44 0.99 1.73 2.46 0.96 1.17

PHF/6-31+G(d,p)d -1.4 -1.03 -2.01 1.28 -0.66 -0.91 -0.43 0.79 -1.02 -0.89
0.61 0.98 [0.00] 3.29 1.35 1.10 1.58 2.80 0.99 1.12

MP2/6-31+G(d,p)d -1.24 -0.33 -1.97 0.60 -0.28 -1.15 0.21 -0.42 -0.92 -0.34
0.73 1.64 [0.00] 2.57 1.69 0.82 2.18 1.55 1.05 1.63

PMP2/6-31+G(d,p)d -1.11 -0.26 -1.79 1.06 -0.17 -0.87 0.26 0.09 -0.72 -0.21
0.68 1.53 [0.00] 2.85 1.62 0.92 2.05 1.88 1.07 1.58

B3LYP/6-311G(d,p) -1.00 -0.43 -1.68 1.09 0.00 -0.53 0.59 0.46 -0.42 0.00
0.68 1.25 [0.00] 2.77 1.68 1.15 2.27 2.14 1.26 1.68

B3LYP/6-31+G(d,p)e -0.59 0.02 -1.32 1.33 0.25 -0.25 0.81 0.65 -0.24 0.16
0.73 1.34 [0.00] 2.65 1.57 1.07 2.13 1.97 1.08 1.48

B3LYP/ -0.58 0.00 -1.31 1.34 0.27 -0.20 0.85 0.69 -0.20 0.20
6-311+G(2df,2pd)e 0.73 1.31 [0.00] 2.65 1.58 1.11 2.16 2.00 1.11 1.51
B3LYP/aug-cc-pVDZe -0.53 0.08 1.38 0.31 -0.18 0.72 -0.17
B3LYP/cc-pVTZe -0.87 -0.28 -1.56 1.18 0.09 -0.43 0.70 0.54 -0.35 0.06
B3LYP/aug-cc-pVTZe -0.55 0.01 1.35 0.27 -0.21 0.86 0.69 -0.20
CCSD(T)/aug-cc-pVTZf -0.91 -0.30
experimental∆G°a,298K -0.64 -0.1h,i -1.04 1.4h 0.29 -0.1 0.66 0.81 -0.16 0.2(0.89)j

experimental-∆E°a,e
g -0.87 -0.3h,i -1.39 1.3h 0.13 -0.3 0.58 0.66 -0.36 0.1(0.74)j

0.52 1.1k [0.00] 2.7 1.52 1.12 1.97 2.05 1.03 1.4(2.13)j

a All values in electronvolts. Second-row entries are all electronic EAs relative to benzene.b Electronic EAs from difference in electronic energies
of the hydrocarbon and its anion at geometries optimized at same level, except as noted. Exceptional geometries are found at the HF/6-31G(d) level
for 1,3-butadiene anion (C2) and at the HF/6-311G(d,p) level for 1,3-cyclobutadiene anion (C2) and benzocyclobutadiene anion (Cs). c Geometries
optimized at the B3LYP/6-311G(d,p) level. Spin annihilation by the projection method gives PUHF and PMP2 energies.d Geometries optimized
at the MP2/6-31+G(d,p) level except for cyclobutadiene, benzene, and benzocyclobutene, which were optimized at the B3LYP/6-311G(d,p) level.
Spin annihilation by the projection method gives PUHF and PMP2 energies.e Geometries optimized at B3LYP/6-311G(d,p) level. Single-point
calculations done with scf)tight. f Estimated from EAs at the CCSD(T)/6-31+G(d,p), MP4/cc-pVTZ, and MP2/aug-cc-pVTZ levels assuming
additivity of effects.The MP2 and MP4 (est) values for 1,3-butadiene and cyclobutadiene were-0.89 (MP2)-0.92 (MP4), and-0.20 (MP2)
-0.30 (MP4) eV, respectively. The “vertical” EA calculated at the CCSD(T)/aug-cc-pVTZ level by additivity using the MP2 geometry of neutral
butadiene was-1.06 eV. Geometries optimized at the MP2/6-31+G(d,p) level.g Experimental values corrected to electronic EA values by subtracting
out ZPE, thermal, and entropy terms from B3LYP/6-31+G(d,p) frequencies, except for benzene, naphthalene, and 1,3-butadiene, where experimental
appearance energies should contain no thermal or entropy term.h Experimental free energy suspect. Estimated from reduction potential (vs Hg) and
solvent effect with regression with 1/r. i The electron in the cyclobutadiene anion is expected to be unbound (ref 26a).j Value in parentheses
suspect (preferred value estimated from solution reduction potential appears more accurate).k Difference between the experimental value for benzene
and the CCSD(T) value for cyclobutadiene, which is judged more accurate than the estimated experimental value.
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are nearly 1.0, indicating that the solvation energies are nearly
constant within the set.21i,k,23 This need not always be true,52

and a more detailed analysis of the solvation energies might be
warranted when slopes deviate from unity or when linear
correlations are poor. As described in eqs 1 and 2, the differences
in relative energies of electron attachment in the gas phase and
solution are equal to the differences in the free energies of
solvation of the neutral hydrocarbons and their radical anions,
∆∆G°sol.53

The solvation energies for neutral PAHs are not generally
well-known, but some experimental data do exist for water and
other solvents.54 The free energies, enthalpies, and entropies of
solvation for PAHs follow a pattern of hydrophobic solvation
similar to that of other hydrocarbons in water, with relatively
large, but nearly offsetting, enthalpy and entropy terms.54 The
free energies of many neutral molecules, including some PAHs,
have been modeled with quantum mechanical and various
semiempirical methods that include cavitation, van der Waals
(dispersion), and electrostatic terms.55 For PAHs, unlike alkanes,
the free energies become slightly more negative, by a few kcal
mol-1, with increasing size,56 perhaps as a result of increasing
dipole-quadrupole and dipole-induced dipole interactions with
the polar water solvent.57 As with alkanes, however, the free
energies of solvation and free energy changes are relatively
small. Such solvation effects for PAHs in the polar organic
solvents normally used in electrochemical experiments might
also be expected to be small and to behave similarly as the
molecular size increases.54 Furthermore, the cavitation and
dispersion terms for the neutral PAH and ion are likely to nearly
cancel in eq 1. Thus, the solvation effects in eqs 1 and 2 are
likely dominated by the ionic electrostatic solvation term due
to the charge in the anion. We have noted such behavior
previously in ammonium and pyridinium ions.58,59 In our
subsequent analysis of the solvation of PAH anions in this paper,
the∆∆G°sol terms for PAHs have then been compared directly
with ∆G°sol values for other ions because there are not sufficient
experimental data to subtract out the solvation energy of the
neutral PAH and the effect of such a subtraction is likely small
and regular for a series of PAHs of increasing size.

The large solvation energies for radical anions of PAHs could
be modeled using various solvation theories that include
electrostatic terms using generalized Born approximations.55d

We thought that the classical Born electrostatic solvation
model,60 however, might be adapted to these ions to describe
their solvation in a much simpler fashion by approximating the
PAH ions as spheres of like volume.61 The Born model predicts
that the solvation energies of spherical ions are proportional to
the inverse ionic radius (r) according to eq 3, wherez is the

ionic charge number,e is the electron charge, andD is the
dielectric constant.

The Born model has been remarkably successful in predicting
trends in solvation energies of spherical alkali metal ions, halide
ions, polyvalent ions, and tetraalkylammonium ions.58,62 The
neglect of effects of dielectric saturation and electrostriction in
the simple Born model is a possible limitation.62d,g,hThe success
of the method, however, depends most critically upon the choice
of the ionic radii.62a,e,i,j,nThe choice of an effective radius larger
than the crystal radius, more in accord with a solvent cavity
size, can give good fits to experimental solvation energies.62e,i,n

Such correlations may also be applied simultaneously to both
negative and positive ions with good success. To apply this
model to the electrostatic solvation of the radical anions from
PAHs requires the assumption that these ions may be ap-
proximated as spherical in shape with an effectively uniform
charge density distribution. Perusal of the atomic charges in
PAH anions shows significant variations from carbon to carbon,
but usually a general tendency for the charge densities to become
more even when averaged over several adjacent carbons.
Furthermore, the calculated dipole moments for the neutral
PAHs and their anions are usually similar in magnitude, usually
less than 1 D. Thus, effective ionic radii have been derived by
treating the ions as spheres with volumes equal to those
calculated from the volume calculation option in Gaussian with
a B3LYP/6-31+G(d,p) electron-density distribution at the DFT-
optimized geometry of the anion using a 0.001 e bohr-3 density
envelope, or from the PC Model and Sybyl programs for the
neutral PAH. All methods of volume calculation correlate very
well with one another, with the radii from electron-density
volumes of the anions about 2-5% greater than volumes of
neutral PAHs from the molecular modeling packages or their
B3LYP/6-31+G(d,p) densities.

Half-wave reduction potentials have been measured for a large
number of aromatic hydrocarbons2,21i,51and are summarized in
Table 2. Because of the many experimental conditions under
which such measurements have been made, reliable comparisons
of trends in such data require attention to the details of solvent,
conducting salt concentration, temperature, and reference elec-
trode. The most complete set of data on 40 molecules in the
first column of Table 2 comes mainly from the compilation of
Mann and Barnes51awith a mercury reference electrode, mainly
in dimethylformamide solvent with 0.1 M teraalkylammonium
salt. Where solvents or conditions varied, care was taken to see
that such effects would have a minimal effect, usually less than
0.05 V. Another set of data referenced to the standard calomel
electrode (SCE) is tabulated, again mainly with DMF solvent
and 0.1 M tetraalkylammonium salt.2,21i,51The second set was
completed with estimated reduction potentials from the first set
with a 0.5 V correction for changing the reference electrode
from Hg to SCE. A third set of data from various sources versus
SCE was also treated and gives similar results but is not included
in Table 2.51

In a first attempt to compare gas and solution energies for
electron attachment, we carried out simple regression analyses
of EA versus reduction potential. This approach has been used
in the past to show that the differences in free energies of
solvation,∆∆G°sol, can be nearly constant in a series of related
molecules, leading to a close correlation between solution and
gas-phase data.21i In the analysis of Ruoff et al.,∆∆G°sol was
found to be nearly constant at 1.99 eV, varying from 1.89 to
2.15 eV for their set of 21 hydrocarbons ranging in size from

SCHEME 1: Thermodynamic Cycle for the Analysis of
Solution Effects on the Electron Attachment Reaction

∆∆G°sol ) ∆G°sol(M
-•) - ∆G°sol (M) (1)

∆∆G°sol ) ∆G°red - ∆G°a,298K) (Eref - E1/2) - ∆G°a,298K

(2)

∆G°sol(M
-•) ) -[(z2e2)/2r][1 - (1/D)] (3)
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benzene to pentacene.21i When we expand the range of the sizes
of the hydrocarbons treated, however, and use EAs reevaluated
in the light of theory, we will conclude that the∆∆G°sol term
cannot generally be assumed to be constant.

Regression analyses between∆G°a,298K and E1/2 for the 26
best known EAs show a reasonable correlation withR2 ) 0.8140
and a standard error in∆G°a,298K of 0.18 eV, with maximum
errors as large as 0.31 eV. We observed, however, that the
regression errors were systematic for large and small molecules
in a fashion that indicated that the∆∆G°sol term is not constant
and is largest for the smallest ions. Thus, we hoped to improve
this correlation and reduce the residual errors by employing the
Born model for the prediction of solvation energies as a function
of ionic size. To directly test whether solvation energies could
simply be related to ion size,∆∆G°sol values were calculated
from eq 2, withEref ) -4.21 V for the Hg electrode and-4.71
V for the SCE electrode.21i,53b Perusal of the∆∆G°sol data in
Table 2, where the hydrocarbons are mainly arranged in order
of increasing number of carbons, shows that the energies vary
with ionic size from-2.69 eV for 1,3-butadiene and cyclo-
butadiene to-1.88 eV for picene and-1.65 for C60 and C70.
Thus, the variation in anion solvation energies is 1.04 eV (24
kcal mol-1) compared to a range of 3.42 eV for∆G°a,298K and
3.10 V for E1/2. This variation is enough to cause problems in
a simple linear correlation between∆G°a,298KandE1/2, particu-
larly since the solvation energy differences,∆∆G°sol, do not
correlate well with∆G°a,298Kor E1/2 values, as mentioned above.
A tendency for the smallest ions to show larger∆∆G°sol values
is evident in the data. The effective ionic radii from Gaussian
electron-density envelope volumes are shown in the right-hand
column of Table 2.

Sometimes ionic solvation energies are closely related to ion
stabilities, which may, in-turn, be related to ionic size and/or
charge delocalization.21bi,23,52,58,59This can lead to reasonably
good correlations between solution and gas-phase ion stability
data, though not always with unit slope. For example, charge
delocalization, or effective ionic size, and ionic stability are well-
correlated in proton affinities (PAs) for protonation of amines
and substituted pyridines, and the ionic solvation energies can
also correlate well with PA.58,59 In Table 2, the electron
affinities, or stabilities of the radical anions, however, are not
a simple function of the ionic sizes or charge delocalizations in
the anions. Regressions between EA and the number of carbons
showR2 values of less than 0.45 and a large scatter in the data.
The ion stabilities depend on more subtle quantum mechanical
effects associated with the resonance energies of the neutral
PAHs and their anions as well as ionic size. For example, the
antiaromatic hydrocarbons, pentalene and cyclooctatetraene and,
to a lesser extent, cyclobutadiene and biphenylene, show
abnormally high electron affinities, partly due to antiaromatic
destabilization of the neutral molecule that is apparently partially
relieved in the radical anion. Also, the linearly fused PAHs
(naphthalene, anthracene, tetracene, and pentacene), as well as
azulene and acenaphthylene, have unusually high EAs for their
size. Benzene, triphenylene, and coronene have unusually low
EAs. Thus, for the EAs of PAHs, an analysis of the solvation
energies appears to require an approach, such as that in the Born
model, that more explicitly accounts for variation in the solvation
energies of the anions.

Testing the Born Model. To quantitatively test the predic-
tions of the Born model, regressions were carried out for the
variation of ∆∆G°sol with an effective ionic radius according
to eq 3, making use of the 26 most reliably known experimental
EAs, and excluding those molecules whose EAs are estimated

and quoted to only one decimal accuracy in Table 2. At first a
regression of∆∆G°sol with the inverse of the cube root of the
number of carbons was tried with success and anR2 of 0.9160.61

A regression between∆∆G°sol and 1/r using the effective ionic
radius from ionic volumes from B3LYP/6-31+G(d,p) density
envelopes shown in Table 2 gives a good correlation (eq 4)
with R2 ) 0.9138 and a standard error in∆∆G°sol of 0.073 eV,
not much larger than the uncertainties in the reduction potentials
or the electron-attachment energies. Similar statistical results
are exhibited for the second set experimental reduction potentials
referenced to SCE with a standard error of 0.087 eV. Effective
PAH radii from the PC Model (or Sybyl) modeling program
give regressions almost identical to those with radii based upon
electron densities,R2 ) 0.9035. The simple Born model, then,
provides a major improvement in the prediction of solvation
energies compared to the 1.04 eV variation found when the
solvation energies are assumed to be constant.

The solvation energies predicted from the regression ex-
pressed in eq 4 can be combined with experimental solution
reduction potentials versus Hg in eq 2 to give the predicted
gas-phase free energy values for electron attachment,∆G°a,pred,
found in Table 2. For the 26 molecules that formed the basis of
the regression in eq 4, the differences between the experimental
and predicted values of∆G°a,298K are tabulated as the residual
errors iny. These residual errors are identical to the residual
errors for the prediction of∆∆G°sol from the regression with
1/r in eq 4. They show that there are no major outliers in the
regression with almost all residual errors less than 0.10 eV. The
∆G°a,predvalues for the other hydrocarbons provide an indirect,
but apparently accurate, measure of their gas-phase electron-
attachment energies that have been used to estimateG°a,298K

values in Tables 1 and 2 for the 16 molecules not included in
the regression whose experimental data were missing or suspect.

For four molecules (1,3,5-tri-tert-butylpentalene, pentalene,
1, and cyclobutadiene), there are no experimental gas-phase EA
measurements. The instabilities of the antiaromatic molecules,
cyclobutadiene and pentalene, have precluded the measurement
of reduction potentials or EAs, but these experimental quantities
may now be predicted using eq 4 and other data as discussed
in more detail later.

For 14 hydrocarbons whose experimental gas-phase experi-
ments were suspect (styrene, indene, biphenylene, biphenyl,
fluorene, phenanthrene, the methylnaphthalenes, acenaphthylene,
1,1-diphenylethylene, fluoranthene, corannulene, perylene, and
benzo[ghi]perylene), the predicted∆G°a,pred values from the
Born model were used to pick recommended values in place of
gas-phase experimental data,∆G°a,298K, in Table 2 or to aid in
picking the most reliable of several different experimental values
(benz[a]anthracene, benzo[c]phenanthrene, and dibenz[a,j]an-
thracene). The nominal experimental EAexptl and other experi-
mental values in Table 2 are estimated from these solution values
combined with theoretical zero-point energy and thermal and
entropy terms.

For cyclobutadiene, the predicted-∆G°a,298Kvalue of-0.13
eV from the literature reduction potential is in close agreement
with the high-level theoretical value used in place of an
experimental value in Table 2 (vide infra). The methylnaph-
thalenes were assigned estimated values identical to that for
naphthalene based upon the fact that methyl substituent effects
are expected to be very small, for example, for 1-methylan-
thracene and from known reduction potential data.2,51 As
discussed later, the experimental EAs for phenanthrene and

∆∆G°sol (eV) ) -6.0040(1/r) - 0.644 (4)
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fluoranthene are close to predictions from reduction potentials
and quantum theory.

To see if the solvation energies predicted by the regression
in eq 4 are physically reasonable, we made comparisons with
solvation energies of a series of spherical alkali metal and
alkylammonium cations and halide anions. To directly compare
the ∆∆G°sol values from PAHs with free energies of aqueous
solvation, one must consider the effects of changing solvent
and the effect of the neutral free energy of solvation on the
∆∆G°sol term. Most of the reduction potentials were measured
in DMF. The effect of the change in dielectric constant from
water to DMF (D ) 38.25) for E1/2 data would be nearly
negligible, 1.5% in the [1- 1/D)] term. What about the role of
the neutral solvation on∆∆G°sol? The neutral PAH solvation
free energies are not widely available,54 but what data exist and
the predominance of the electrostatic term in ions58,59 suggest
that∆∆G°sol values can be meaningfully compared with∆G°sol

values for other ions as discussed above.
Thus, we have included the∆∆G°sol terms for PAHs with

free energies of solvation of other anions and cations on the
same solvation energy scale for comparison with ionic radius
data according to the Born model.58,62 We have used the same
ionic radius scale from DFT electron densities for the alkali
metal and halide ions as used for the PAH anions to achieve a
consistently determined set of radii for all ions, even though
other ionic radius scales are known to give better correlations
within the Born model. A regression of aqueous free energies
of solvation,-∆G°sol, with 1/r that includes only solvation data
for effectively spherical ions (alkali metal and halide ions,
ammonium ion, and two tetraalkylammonium ions)62l,n gives
R2 ) 0.9062 with a standard error of 4.8 kcal mol-1, a slope of
129.0 kcal mol-1 Å, and an intercept of 13.4 kcal mol-1. Outlier
points for fluoride, lithium, and sodium were excluded. A
regression including these nine ions and the 42 PAHs and other
molecules from Table 2 givesR2 ) 0.9440 with a standard error
of 2.4 kcal mol-1, a slope of 115.2 kcal mol-1 Å, and an
intercept of 20.7 kcal mol-1. The smallest ions are again outliers
in such a regression. Fluoride ion’s solvation energy lies about
25 kcal mol-1 above the plot, and the points for lithium and
sodium ion are low by 10 and 3 kcal mol-1, respectively. When
only negative ions are included in the regression, chloride,
bromide, and iodide and the 42 molecules in Table 2, the
regression showsR2 ) 0.9416 with a standard error of 1.73
kcal mol-1, a slope of 138.3 kcal mol-1 Å, and an intercept of
15.1 kcal mol-1. A plot of this correlation is shown in Figure
1. The Born model predicts a slope of 163.9 kcal mol-1 Å and
zero intercept for water solvent. When the data for Figure 1 are
treated in a regression enforcing a zero intercept, the fit is worse,
with a standard error of 3.6 kcal mol-1 and a slope of 193 kcal
mol-1 Å. While the slopes and intercepts from the Born model
are not quantitatively correct and vary for different classes of
molecules, the model is useful in predicting absolute and relative
solvation energies for the PAHs and is reasonably consistent
with solvation energies of various spherical anions and cations.
Further studies to better define the effects of neutral solvation
energies and of PAH anion shape and charge distribution may
add to this picture.

Solvation of C60
- and C70

-. Included in the data set for
Figure 1 are the two fullerenes, C60 and C70 from Table 2. The
EAs for C60 (2.689 eV) and C70 (2.676 eV) were measured by
the LPES method.63 Reduction potentials for C60 and C70 in
the literature are also very similar to one another.21i,64 The
reduction potentials in DMF for both C60 and C70 are-0.26 V
vs SCE (0.26 V vs Hg).21i,64b In other solvents, reduction

potentials (in volts) for C60 versus SCE (with the solvent and
its dielectric constant in parentheses) are-0.36 (benzene, 2.28),
-0.39 (chlorobenzene, 5.62),-0.33 (THF, 7.58),-0.39 (o-
dichlorobenzene, 9.93),-0.49 (dichloromethane, 9.10),-0.48
(1,2-dichloroethane, 10.37),-0.34 (pyridine, 12.91),-0.42
(benzonitrile, 25.20),-0.44 (nitrobenzene, 34.78), and-0.26
(DMF, 36.71).21i,64b Reduction potentials with other reference
electrodes give similar results when corrected to the SCE
reference.64 The reduction potential data show a very rough
correlation with the dielectric constant function, 1- 1/D (R2

) 0.148, excluding benzene), with the changes of a magnitude
consistent with predicted changes in solvation energy from
simple Born theory. A better correlation (R2 ) 0.471) with 1-
1/D is found with the difference in reduction potential relative
to that for an internal ferrocene/ferrocenium internal standard,
especially when the outlier solvent benzene is excluded. Such
a correlation with electron-acceptor properties of the solvents
as expressed in the normalized Dimroth-Reichardt solvent
parameter,ET

N(30), has been previously noted (R2 ) 0.300),
though not as strong as with 1- 1/D.64b

Using thermal and entropy terms from B3LYP/6-31G(d)
frequency calculations and the experimental EA, the experi-
mental-∆G°a,298K value for C60 is estimated at 2.78 eV, and
that for C70 probably very similar. A very different EA of 1.62
eV has also been measured by the kinetic method (CID), and
this discrepancy was attributed to a “local” EA in C60.25a The
literature data in the gas phase and solution for C70 are very
similar to those for C60.21i,63,64The data points for C60 and C70

in Figure 1 are below the correlation line by only 2.6 and 1.1
kcal mol-1, respectively. Thus the Born model nicely relates
the solvation behavior of these ions to the other PAHs.

Figure 1. Born plot of negative free energies of solvation of PAH
anions and halides versus inverse ionic radius (l/r).
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Theoretical Approaches for Predicting EAs. In Table 3
are comparisons of results from different Koopmans’ Theorem-
type methods, including a propagator method, the outer-valence
Green’s Function (OVGF) approximation. The simplest method
consists of performing a geometry optimization on the neutral
hydrocarbons and using the LUMO energy as an approximation
of the EA. These results are listed in Table 3 underELUMO(M)
for various basis sets. Although Koopmans’ approximation often
provides reasonable estimates of ionization potentials, including
for PAHs, due to a fortuitous cancellation of errors,65 it usually
fails to provide reasonable estimates of absolute values of
electron affinities. It can be effective, however, in reproducing
the trends in electron-attachment energies of hydrocarbon
molecules.26aAll of the HF-calculated values are 2-3 eV more
negative than the experimental EAs, while the DFT values are
too positive. Nevertheless, the experimental trends are roughly
reproduced by all of the types of calculations. A comparison of
the effectiveness of different theoretical methods in reproducing
trends in the experimental EAs can be drawn from the EAs
relative to benzene shown in the second row for each method.
Curiously, the inclusion of diffuse functions appears to give a
poorer reproduction of experimental trends than any of the other
methods.

Another calculational approach is to treat the radical anion
at the neutral or anion geometry using Koopmans’ Theorem to
approximate the EA from the HOMO energy of the radical
anion. These results are listed underEHOMO(M-) with various
basis sets. Again, the absolute values are far from the experi-
mental ones, but the trends are approximately reproduced by
both HF and DFT methods. The choice of the optimized neutral
or radical anion geometry or basis set makes relatively little
difference in the energy differences, although the absolute values
are affected.

A propagator method, the outer valence Green’s Function
approximation, has been used with the 6-311G(d,p) basis set to
calculate the EA of the neutral species. The OVGF approxima-
tion explicitly calculates terms in the electron-propagator method
up to third order and includes an estimate of fourth- and higher-
order terms. For the entries in Table 3, the corrections are in
the right direction compared with theELUMO(M) with the
6-311G(d,p) basis set but still far from experiment. The
experimental differences, however, are reproduced only about
as well as by the other Koopmans’ methods. A more extensive
comparison of results from Koopmans’ methods will be
presented and discussed later.

These Koopmans’ methods have the advantage over the more
direct calculation of neutral/anion energy differences (∆E
method) of requiring only a single calculation. Despite the
potential problems from electron-correlation errors, geometry
relaxation effects, and spin contamination inherent in the
calculation of energy differences between neutral and radical
anion states, “∆E” calculations have the potential to provide
more accurate absolute values and trends in energy differences
than found for the Koopmans’ methods. In Table 4 are some
comparisons of these different theoretical methods for a larger
set of PAHs and related molecules.

Spin contamination in the radical anions was found to be
considerable using the UHF method, with<S2> values ranging
from 0.8229 for biphenylene to 2.2797 for picene, where the
doublet states are expected to have an<S2> value of 0.7500.
Møller-Plesset perturbation theory calculations give similarly
less spin contamination with<S2> values (see Supporting
Information). Remarkably, the density functional calculations
gave much less spin contamination, with<S2> ranging from

0.7523 for cyclobutadiene to 0.7639 for pentacene and to 0.7709
for pentalene at the UB3LYP/6-311G(d,p) level, and from
0.7528 for cyclooctatetraene to 0.7646 for pentacene and to
0.7709 for pentalene at the UB3LYP/6-31+G(d,p) level. When
restricted open-shell DFT [ROB3LYP/6-311G(d,p)] calculations
were performed on several PAH anions, the energies were
increased compared to UB3LYP results, but by only 0.02-0.04
eV, indicating a small energetic effect for spin contamination.

How such dramatic differences in spin contamination affect
the reaction energetics is evident in the comparisons between
experiment and EA values found in Table 4. Comparisons of
<S2> values for UHF and UMP2 calculations are tabulated in
Tables S2 and S3 of the Supporting Information. The 10
hydrocarbons represented in Table 4 are of a size small enough
that MP2 calculations and DFT calculations with a very large
basis set were practical. Included in this set are a number of
unusual molecules of highly strained and/or antiaromatic
electronic structure that may pose special problems theoretically
and experimentally. These molecules were included as com-
parison cases because of suspicions that the value for the
experimental EA for biphenylene, which is both strained and
antiaromatic, might be incorrect. The calculated absolute EAs
in Table 4 and differences in the values relative to benzene are
compared with experimental results, as in Table 3. The
calculated EAs used in this table are “electronic” EA values,
-∆E°a,e, with no zero-point energy or thermal energy correc-
tions. The experimental EAs based upon free energies are “back
corrected” using DFT-calculated zero-point energy, thermal
energy, and entropy terms, as appropriate, to give experimental
-∆E°a,e values for direct comparison with theory.

The absolute EAs from the∆E method in Table 4 are in closer
absolute agreement with experiment than those from Koopmans’
methods in Table 3, particularly those values from the DFT
method and to a lesser extent the MP2 method. The HF method
gives absolute values that are too negative, presumably because
electron-correlation effects in the radical anion are not accounted
for, thus making all of the EAs too negative. The MP2 results
suffer from a similar problem. Spin contamination plays an
additional role in reducing the accuracy of the HF or MP2 results
and is discussed later. Increasing the size of the basis set and
inclusion of diffuse functions improve the absolute agreement
substantially for the HF method. Such an effect of basis set is
also seen for the DFT method, but with the increases in the EA
values essentially converging at the 6-31+G(d,p) and larger
basis sets. Although the B3LYP/6-311G(d,p) data do not agree
in absolute values as well as the B3LYP/6-31+G(d,p) results,
the relative values appear similar from the data in Table 4. EAs
were calculated for set of 27 PAHs at the B3LYP/6-311+G-
(2df,2pd) and found to be larger than at the B2LYP/6-31+G-
(d,p) values only by 0.01-0.05 eV, except that the cyclobuta-
diene and indene values were lower by 0.01 and 0.02 eV,
respectively.

For 1,3-butadiene and cyclobutadiene, the EA calculations
were carried out at an effectively very high level, CCSD(T)/
cc-aug-pVTZ//B3LYP/6-31+G(d,p) using G2(MP2)-type ad-
ditivity methods from CCSD(T)/6-31+G(d,p) and MP2/cc-aug-
pVTZ calculations. At this level, it is expected that the
theoretical energies would have converged to within 0.1 eV or
better,48a,b except for spin-contamination corrections, which
could raise the EAs by 0.159 and 0.063 eV for 1,3-butadiene
(<S2> ) 0.8346) and cyclobutadiene (<S2> ) 0.7772),
respectively. These corrections, as determined by the PMP2
method at the MP2/cc-aug-pVTZ level, are maximum values
since further reduction in spin contamination might be expected
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in the CCSD(T) calculations. Spin-contamination corrections
are, therefore, not reflected in the tabulated values, and their
effect in raising the calculated EA is expected to be quite small.
In fact, the theoretical attachment energy and experimental
electronic EA,-∆E°a,e, for 1,3-butadiene agree within 0.04 eV,
although the ETS electron-attachment energy may not represent
a true adiabatic EA. To test this, we estimated the vibrational
relaxation energy as the difference in energy between the radical
anion at the neutral geometry, a “vertical” transition, and the
radical anion at the optimized geometry. At effectively the
CCSD(T)/cc-aug-pVTZ level, this relaxation energy was only
0.15 eV for 1,3-butadiene. In the comparison between theory
and experiment, these two effects of spin contamination (<0.159
eV) on the theoretical EA and the lack of vibrational relaxation
(ca. 0.15 eV) in the ETS value are estimated to both be small
and of similar magnitude. Since inclusion of these corrections
would tend to make both the theoretical and experimental
-∆E°a,e values slightly more positive, the good agreement
between the two should be expected to survive such consider-
ations. Addition of the calculated zero-point energy correction
leads to an expected theoretical EA at 0 K of -0.57 to-0.67
eV, about 0.05 eV lower than the experimental-∆E°a,e value
of 0.68 eV used in Table 2.

The EA for cyclobutadiene can be estimated from an
experimental reduction potential of the dithio derivative1.51b,66

From the success with butadiene, however, we expected that
the CCSD(T) calculated-∆E°a,eof -0.15 eV and-∆G°a,298K

of -0.08 eV (Tables 2 and 4) would be more accurate than the
experimental prediction from reduction potentials. The theoreti-
cal value should presumably be less negative when correction
for spin contamination is included, but by less than 0.06 eV
(vide supra). It has previously been suggested from Koopmans’
Theorem predictions that the EA for cyclobutadiene is likely
negative.67 If the value of-0.08 eV is used for-∆G°a,298Kfor
cyclobutadiene, then our Born model estimate of solvation
energies would lead to a predicted reduction potential of-1.6
V versus Hg in DMF. In apparent agreement, an estimated
reduction potential for cyclobutadiene of-1.6 eV appears in
the literature based upon a value of-2.0 V versus Hg for1,
but how this was estimated is not clear.51b As we shall see, DFT
methods predict that the-∆G°a,298Kfor cyclobutadiene should
be 0.56 eV less than1. Combining this difference with our Born
model estimate of 0.25 eV for-∆G°a,298K for 1, we would
predict a-∆G°a,298Kvalue of-0.26 for cyclobutadiene, which
agrees moderately well with the value of-0.08 eV from high-
level theory. This, in turn, leads to a predicted reduction potential
of about -1.7 eV for cyclobutadiene, again using the Born
model.

The trends in experimental-∆E°a,evalues relative to benzene
in Table 4 are reproduced by the HF data about as well as
Koopmans’ Theorem data from Table 3, but inclusion of
electron-correlation effects at the MP2 or DFT levels leads to
much-improved agreement. For the DFT calculations, the
agreement generally improves somewhat as diffuse functions
are added to the basis set. The convergence with larger basis
sets noted earlier for absolute EA values and a similar
convergence for the energy differences support the use of the
B3LYP/6-311G(d,p) or B3LYP/6-31+G(d,p) as a reasonable
compromise for the economical calculation of-∆E°a,e values
for larger PAHs. Except for pentalene, the agreement in the
energy differences from benzene is generally within 0.2 eV at
DFT levels. This suggests that the estimated EA for pentalene
from reduction potentials may be too low and will be looked at
more closely (vide infra). Similarly, the experimental-∆E°a,e

of 0.74 eV for biphenylene from collisionally induced dissocia-
tion (CID) mass spectrometry is apparently too high, while the
estimate of 0.1 eV from reduction potentials is within 0.1 eV
of the better theoretical values, theoretical methods that well
reproduce-∆E°a,e values of other strained and antiaromatic
molecules.

The MP2-calculated-∆E°a,e differences agree with experi-
mental differences nearly as well as those from DFT calcula-
tions. Azulene and cyclobutadiene are cases where the MP2
calculations are in largest disagreement with the most accurate
estimates of the experimental differences. Azulene is a molecule
whose radical anion shows one of the largest MP2 spin
contamination problems (<S2> ) 1.0670), which might help
account for the larger disagreement with experiment. When
PUMP2 calculations on the anion are used to help remove the
spin contamination, however, we see much better agreement
with experiment. Cyclobutadiene anion, on the other hand,
shows little spin contamination and still does not agree very
well, with or without spin annihilation. HF and MP2 methods
are tested further and discussed subsequently in connection with
Table 6.

For calculation of EAs on the full set of 45 PAHs and related
compounds up to 60 carbons, the HF/6-311G(d,p), B3LYP/6-
311G(d,p), and B3LYP/6-31+G(d,p) methods were chosen as
realistically possible and reasonably accurate. These data are
summarized in Table 5. Included in the table are calculated
electronic-∆E°a,e values and calculated enthalpies and free
energies for electron attachment at room temperature labeled
as-∆H°a,298Kand-∆G°a,298K, respectively, along with experi-
mental free energy values,∆G°a,298K. Results of regression
analyses of experimental and theoretical values are summarized
at the bottom of the table. The regression statistics,R2, and the
regression constants,mandb, are shown at the bottom of Table
5 beneath the appropriate columns of theoretical data for a linear
regression,y ) mx + b, with the experimental values asy.
Residual regression errors iny for individual data points are
listed in columns at the right side of Table 5 for the HF/6-
311G(d,p), B3LYP/6-311G(d,p), and B3LYP/6-31+G(d,p) cal-
culations of∆G°a,298Kin order to see which hydrocarbons show
the largest deviations from the regression and might present
special problems in the theory or experiment.

The predicted values for∆G°a,298Kfrom the B3LYP/6-31+G-
(d,p) theoretical method and regression equation are tabulated
in the column immediately following the experimental data,
followed by the residual deviations from the best-fit line. The
signs of the errors are then such that, when added to the
theoretically predicted values, they reproduce experiment. The
next column of residual errors is for a regression of experimental
free energies and calculated electronic energies to see the effects
of the zero-point energy and thermal and entropy corrections.
The standard error increases from 0.070 to 0.077 eV when
calculated electronic energies are used instead of free energies.
Differences in the residual errors are generally small but
substantial in certain cases, such as coronene. The overall
regression statistics are only slightly inferior to that with the
free energy that includes all of these corrections. The HF results
give an inferior regression fit with the standard error rising to
0.130 eV. Nevertheless, the quality of the fit is reasonably good,
considering the potential problems with spin contamination and
poor absolute agreement between experiment and theory.

The DFT regressions show remarkably good fits with
experiment, with both the B3LYP/6-311G(d,p) and B3LYP/6-
31+G(d,p) methods giving similar regression statistics and
nearly identical standard errors of 0.077 and 0.070 eV,
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respectively. An average absolute residual error of 0.05 eV and
maximum errors of 0.13 and 0.14 eV are obtained at the
preferred B3LYP/6-31+G(d,p) level. The B3LYP/6-311G(d,p)
method performs almost as well as the B3LYP/6-31+G(d,p)
method, although inclusion of diffuse functions would seem to
be important for the proper description of the radical anions.
The B3LYP/6-31+G(d,p) calculations give absolute electron-

attachment energies that are closer to DFT results with larger
basis sets, as noted in Table 4. The experimental energies often
lie between the absolute B3LYP/6-311G(d,p) and B3LYP/6-
31+G(d,p) values. The B3LYP/6-311G(d,p) values are usually
somewhat closer to experiment than the B3LYP/6-31+G(d,p)
values, with average absolute errors of 0.09 and 0.13 eV,
respectively. The predicted free energies from regressions with

TABLE 5: Experimental and Theoretical Adiabatic Electron-Attachment Energies, Enthalpies, and Free Energies by the∆E
Method and Linear Regression Results (all values in electronvolts)

Residual Regression Errors iny

HF/6-3
11G(d,p) B3LYP/6-311G(d,p) B3LYP/6-31+G(d,p) exptl B3LYP/6-31+G(d,p)

HF/6-3
11G(d,p)

B3LYP/
6-311G(d,p)

-∆E°a,e -∆E°a,e -∆E°a,0K -∆H°a,298K -∆G°a,298K -∆E°a,e -∆G°a,298K -∆G°a,298K -∆G°a,pred
a -∆G°a,298K -∆E°a,e -∆E°a,e -∆G°a,298K

benzene -2.54 -1.68 -1.40 -1.45 -1.33 -1.32 -0.97 -1.04 -0.98 -0.06 0.00 -0.18 -0.02
benzocyclobutadiene -1.09 0.00 0.14 0.12 0.16 0.25 0.41 0.29 0.29 0.00-0.03 0.10 0.07
styrene -1.47 -0.53 -0.37 -0.38 -0.36 -0.25 -0.08 -0.1b -0.16 0.06 0.01 -0.02 0.11
cyclooctatetraene -0.72 0.59 0.66 0.66 0.67 0.81 0.89 0.66 0.73 -0.07 -0.14 0.20 0.01
azulene 0.08 0.46 0.59 0.58 0.61 0.65 0.80 0.81 0.65 0.16 0.14-0.24 0.21
naphthalene -1.47 -0.42 -0.25 -0.27 -0.22 -0.24 -0.04 -0.16 -0.12 -0.04 -0.06 -0.07 -0.06
1-Menaphthalene -1.47 -0.40 -0.23 -0.24 -0.20 -0.22 -0.02 -0.2 -0.11 -0.09 -0.11 -0.12 -0.12
2-Menaphthalene -1.49 -0.43 -0.26 -0.27 -0.23 -0.20 0.00 -0.2 -0.09 -0.11 -0.13 -0.10 -0.09
acenaphthylene -0.13 0.57 0.69 0.69 0.72 0.73 0.87 0.8b 0.72 0.08 0.07 -0.09 0.12
biphenylene -1.26 0.00 0.14 0.13 0.15 0.16 0.32 0.2b 0.20 0.00 -0.04 0.13 -0.01
biphenyl -1.32 -0.37 -0.21 -0.23 -0.16 -0.16 0.05 -0.1b -0.04 -0.06 -0.06 -0.13 -0.05
fluorene -1.39 -0.47 -0.30 -0.32 -0.27 -0.29 -0.09 -0.1b -0.17 0.07 0.05 -0.07 0.04
anthracene -0.66 0.42 0.56 0.55 0.58 0.55 0.71 0.60 0.57 0.03 0.02 0.09 0.03
phenanthrene -1.13 -0.18 -0.01 -0.03 0.03 -0.03 0.17 0.1c 0.07 0.03 0.03 -0.06 -0.01
diphenylacetylene -0.78 0.19 0.33 0.32 0.34 0.33 0.48 0.32 0.35 -0.03 -0.07 -0.10 -0.05
trans-stilbene -0.59 0.29 0.43 0.42 0.37 0.45 0.53 0.35 0.40 -0.05 -0.14 -0.21 -0.05
1,1-diphenylethylene -1.24 -0.16 -0.01 -0.02 -0.01 0.02 0.17 0.2b 0.07 0.13 0.08 0.12 0.12
1-Meanthracene -0.66 0.41 0.56 0.54 0.58 0.54 0.70 0.55 0.56 -0.01 -0.01 0.04 -0.02
fluoranthene -0.19 0.60 0.74 0.73 0.76 0.74 0.89 0.7d 0.73 -0.03 -0.04 -0.15 -0.02
pyrene -0.66 0.31 0.46 0.44 0.48 0.43 0.60 0.56 0.46 0.10 0.09 0.06 0.07
benz[a]anthracene -0.50 0.47 0.62 0.61 0.65 0.58 0.76 0.70 0.61 0.09 0.09 0.08 0.07
benzo[c]phenanthrene -0.94 0.22 0.39 0.38 0.42 0.34 0.53 0.40 0.40 0.00 0.00 0.10 -0.03
chrysene -1.02 0.18 0.36 0.34 0.41 0.31 0.53 0.42 0.40 0.02 0.05 0.17 -0.01
naphthacene(tetracene)-0.06 1.00 1.12 1.12 1.15 1.09 1.23 1.02 1.04 -0.02 -0.03 0.07 -0.02
triphenylene -1.12 -0.13 0.11 0.08 0.18 0.03 0.34 0.29 0.22 0.07 0.17 0.12 0.05
benzo[a]pyrene -0.11 0.68 0.82 0.81 0.85 0.79 0.95 0.77 0.78 -0.01 -0.01 -0.14 -0.03
benzo[e]pyrene -0.71 0.34 0.50 0.49 0.54 0.47 0.67 0.49 0.53 -0.04 -0.02 0.02 -0.04
perylene 0.06 0.84 0.98 0.97 1.01 0.98 1.14 1.00 0.96 0.04 0.06-0.03 0.07
benzo[ghi]perylene -0.30 0.64 0.78 0.77 0.81 0.75 0.92 0.7b 0.76 -0.06 -0.05 -0.07 -0.06
pentacene 0.39 1.42 1.53 1.52 1.55 1.49 1.63 1.32 1.41 -0.09 -0.07 0.05 -0.06
picene -0.45 0.31 0.47 0.46 0.53 0.42 0.64 0.54 0.50 0.04 0.08-0.12 0.01
dibenz[a,h]anthracene -0.80 0.51 0.67 0.66 0.70 0.61 0.80 0.68 0.65 0.03 0.05 0.28 0.01
dibenz[a,j]anthracene -0.81 0.49 0.67 0.65 0.70 0.60 0.81 0.60 0.66 -0.06 -0.03 0.20 -0.07
coronene -0.61 0.41 0.68 0.64 0.78 0.49 0.86 0.57 0.71 -0.14 0.05 0.03 -0.17
1,3-butadiene -1.91 -1.00 -0.81 -0.84 -0.76 -0.59 -0.35 -0.64 -0.41 -0.23 -0.23 -0.23 -0.09
cyclobutadiene -1.49 -0.43 -0.28 -0.31 -0.21 0.02 0.24 -0.08e 0.14 -0.22 -0.20 0.02 0.01
pentalene 0.37 1.09 1.22 1.22 1.24 1.33 1.48 1.4f 1.27 0.13 0.15 0.14 0.28
indene -1.84 -0.83 -0.62 -0.64 -0.60 -0.59 -0.35 -0.4b -0.41 0.01 0.01 -0.05 0.01
corannulene -0.16 0.50 0.70 0.67 0.83 0.63 0.96 0.8b 0.79 0.01 0.15 -0.07 0.02
C60 2.52 2.71 2.66 2.80 2.99 3.27 2.78 2.92 -0.14 0.09 0.36
1 0.67 0.76 0.77 0.76 0.77 0.86 0.3b 0.70 -0.40 -0.47 -0.42
2 0.19 0.31 0.31 0.31 0.33 0.45 0.33
3 0.76 0.86 0.86 0.86 0.91 1.01 0.84
1,3,5-tri-t-Bupentalene 1.19 1.32 1.32 1.32 1.26 1.39 1.3b 1.19 0.11 0.11 0.11
1,3,5-triMepentalene 0.85 1.00 0.98 1.09 1.01 1.25 1.1f 1.06 0.04 0.13 0.10

regression statistics:
R2 0.9193 0.9716 0.9714 0.9765
standard error (eV) 0.130 0.077 0.077 0.070
N 34 34 34 34
slope (m) 0.7297 0.8334 0.8648 0.9188
intercept (b) 0.987 0.087 0.101 -0.070
std error inm 0.0382 0.0252 0.0262 0.0252
std error inb 0.038 0.016 0.016 0.018

a Predicted free energy from linear regression and calculated B3LYP/6-31+G(d,p) free energy. Residual errors below the bold line are outliers
not included in the regression.b Experimental free energy suspect. Estimated from reduction potential (vs Hg) and solvent effect with regression
with 1/r (see Table 1).c A value of 0.1 eV better fits the estimated value from reduction potential data in Table 2, the DFT-calculated values, and
data in Table 7.d A value of 0.7 eV better fits the estimated value from reduction potential data in Table 2, the DFT-calculated values, and data
in Table 7.e From CCSD(T)-calculated value.f Estimated from the 1,3,5-tri-t-bupentalene value and DFT-calculated differences.
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DFT theory with the two basis sets are very close to one another.
In comparison with experiment, only the DFT data for 1,3-
butadiene, cyclobutadiene, pentalene,1, and C60 are serious
outliers, and they were excluded from the regression to avoid
skewing the regression predictions. Indene, corannulene, and
the pentalenes were also excluded because of questions about
their experimental EAs and/or reduction potentials.

Regression errors are nearly identical for most molecules,
within a few hundredths of an electronvolt, except for 1,3-
butadiene, cyclobutadiene, and pentalene, where the regression
errors at these two levels differ from one another by 0.14-
0.22 eV. For C60, the difference is a large 0.50 eV. Since this

species has a much higher EA than the other PAHs, it might be
less appropriate to use regression analysis to try to improve the
reliability of the DFT calculations, though the predicted value
from the regression is too negative by only 0.14 eV at the
B3LYP/6-31+G(d,p) level. The absolute calculated value of
∆G°a,298K is very close to experiment at the B3LYP/6-311G-
(d,p) level but 0.49 eV too negative at the B3LYP/6-31+G-
(d,p) level.

Experimental EAs for the substituted pentalenes are estimated
in a fashion similar to the cyclobutadienes and were excluded
from the regression, even though agreement with theory is good.
Indene’s experimental EA is suspect, and no reliable literature

TABLE 6: Experimental and PUHF and PUMP2 Theoretical Adiabatic EAs by the ∆E Method with Spin Annihilation a

PUHF/6-31G(d) PUMP2/6-31G(d) PUHF/6-31+G(d,p) PUMP2/6-31+G(d,p) Exptl

regression
error iny
PUMP2
6-31G(d)

-∆E°a,e -∆G°a,298K -∆E°a,e -∆G°a,298K -∆E°a,e -∆E°a,e -∆G°a,298K -∆G°a,298K -∆G°a,298K

benzene -2.58 -2.23 -2.68 -2.33 -2.01 -1.79 -1.44 -1.04 -0.26
benzocyclobutadiene -1.21 -1.04 -0.89 -0.73 -0.66 -0.17 0.00 0.29 0.04
styrene -1.18 -1.00 -1.59 -1.42 -0.91 -0.87 -0.70 -0.1b 0.09
cyclooctatetraene -0.86 -0.78 -0.36 -0.28 -0.43 0.26 0.34 0.66 0.13
azulene 0.62 0.77 -0.49 -0.34 0.79 0.09 0.24 0.81 0.32
naphthalene -1.44 -1.24 -1.38 -1.18 -1.02 -0.72 -0.52 -0.16 -0.12
1-Menaphthalene -1.47 -1.27 -1.30 -1.10 -0.2 -0.21
2-Menaphthalene -1.48 -1.28 -1.33 -1.14 -0.2 -0.18
acenaphthylene 0.74 0.88 -0.29 -0.14 0.8b 0.18
biphenylene -1.33 -1.18 -0.84 -0.69 -0.89 -0.21 -0.06 0.2b -0.07
biphenyl -0.55 -0.35 -1.46 -1.25 -0.1b -0.01
fluorene -0.64 -0.44 -1.49 -1.29 -0.1b 0.01
anthracene -0.61 -0.44 -0.37 -0.20 0.60 0.02
phenanthrene -0.32 -0.11 -1.18 -0.97 0.1b 0.01
diphenylacetylene 0.67 0.82 -0.92 -0.78 0.32 0.10
trans-stilbene 0.80 0.87 -0.71 -0.64 0.35 0.04
1,1-diphenylethylene 0.01 0.16 -1.29 -1.14 0.2b 0.22
1-Meanthracene -0.57 -0.41 -0.40 -0.24 0.55 -0.01
fluoranthene 0.84 0.99 -0.27 -0.12 0.7b 0.06
pyrene -0.21 -0.04 -0.46 -0.29 0.56 0.03
benz[a]anthracene 0.67 0.85 -0.70 -0.52 0.70 0.32
benzo[c]phenanthrene -0.71 -0.52 -0.69 -0.50 0.54 0.00
chrysene 1.01 1.23 -0.68 -0.45 0.42 -0.01
naphthacene 0.06 0.21 0.29 0.44 1.02 0.03
triphenylene 0.08 0.39 -1.13 -0.82 0.29 0.10
corannulene 3.12 3.45 0.47 0.79 0.8b -0.42
benzo[a]pyrene 1.89 2.06 0.01 0.17 0.77 -0.05
benzo[e]pyrene -0.17 0.03 -0.45 -0.26 0.49 -0.06
perylene 1.97 2.14 0.28 0.45 1.00 0.00
benzo[ghi]perylene 1.01 1.17 -0.09 0.08 0.7b -0.07
pentacene 0.58 0.71 0.78 0.91 1.32 0.02
dibenz[a,j]anthracene -0.82 -0.61 -0.26 -0.05 0.60 -0.08
coronene 0.43 0.80 -0.35 0.02 0.57 -0.15
1,3-butadiene -1.95 -1.72 -2.01 -1.78 -1.40 -1.11 -0.87 -0.64 -0.22
cyclobutadiene -1.76 -1.54 -1.31 -1.09 -1.03 -0.26 -0.04 -0.08c -0.10
pentalene 0.79 0.94 0.40 0.55 1.28 1.06 1.21 1.4b 0.34
indene -1.55 -1.31 -1.83 -1.59 -0.4b -0.10
picene 3.33 3.55 0.52 0.74 0.54 -0.65
dibenz[a,h]anthracene 2.70 2.89 0.27 0.46 0.68 -0.33

regression statistics
R2 0.4805 0.8939
standard error (eV) 0.337 0.152
N 33 33
slope (m) 0.2720 0.6399
intercept (b) 0.366 0.714
std error inm 0.0508 0.0396
std error inb 0.059 0.033

a All values in electronvolts. PMP2 calculations use spin annihilation and B3LYP/6-311G(d,p) geometries for anion and HF/6-31G(d) geometries
for neutral. MP2/6-31+G(d,p) calculations for anion and HF/6-31G(d) geometries for neutral. MP2/6-31+G(d,p) calculations for species of 10
carbons and less are MP2-optimized except for cyclobutadiene, benzene, and indene. Data below the bold horizontal line are outliers and not
included in the regressions.b The direct experimental gas-phase free energy is suspect, so the experimental value tabulated is estimated from
reduction potential (vs Hg) and solvent effect with regression with 1/r (see Tables 1 and 2).c Calculated from CCSD(T) method; see text.
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reduction potential could be found.68 It was left out of the
regression even though excellent agreement was obtained with
an EA estimated from a peak reduction potential was measured
by J. Parrish and R. D. Little here in DMF relative to that of
naphthalene.

Less serious outliers are azulene, 1,1-diphenylethylene, and
coronene, with DFT regression errors of about 0.1-0.2 eV. The
B3LYP/6-31+G(d,p)-predicted∆G°a,298K for 1,1-diphenyleth-
ylene is 0.13 eV less negative than experiment, while the value
predicted from the reduction potential is too negative by 0.06
eV. This is because we estimated the experimental value taking
both these estimates into account. For coronene, both the
quantum mechanical and reduction potential estimates suggest
a slightly more negative EA, but the apparently reliable LPES
experimental value seems preferable at this stage. These small
regression errors appear to be near to the error limits of the
experimental data, in terms of reproducibility and accuracy,
substantiating the potential value of the theoretical results in
making accurate predictions of relative energies for electron
attachment and for pinpointing experimental results that might
need to be reevaluated.

Both LPES and equilibrium data are available for azulene,
anthracene, perylene, and cyclooctatetraene. The DFT-predicted
free energy values agree well with both methods for anthracene
and perylene. For azulene, the LPES negative free energy value
(0.81 eV, Table 2) and the estimate from a solution reduction
potential agree well with one another, but the DFT predictions
(0.65 and 0.60 eV) are somewhat closer to the equilibrium free
energy values of 0.67, 0.73, and 0.78 eV. For cyclooctatetraene,
the DFT predictions (0.73 eV) are closer to the estimated
negative free energy from LPES data (0.66 eV) than the
equilibrium value (0.55 eV). The discrepancies between different
values for azulene and cyclooctatetraene are somewhat larger
than desirable and of unknown origin.

Between the correlations with solution reduction potentials,
informed by predicted solvation energy effects in Table 2, and
the correlations with DFT-calculated values in Table 5, we can
see what appear to be some general patterns for experimental
problems in the determination of gas-phase “electron affinities”.
As already reflected in our choice of the preferred experimental
values in Table 1 and labeling of some experimental data there
with question marks, there are many molecules with small
positive EAs from ECD experiments where the EAs appear to
be negative instead: naphthalene and the methylnaphthalenes,
indene, styrene, biphenyl, and fluorene. The source of this
problem may well be the same as for naphthalene, where the
ECD experiments apparently lead to formation of negative ions
that do not have the structure of the parent PAH anion. These
ions are never identified directly in the ECD experiment. In
the case of naphthalene, mass spectrometric experiments fail
to reveal formation of the naphthalene radical anion under
conditions that would normally lead to electron attachment if
the EA were substantially positive.23e,fFor these molecules, mass
spectrometric experiments might clarify the interpretation of the
ECD experiments. For 1,1-diphenylethylene and acenaphthylene,
the experimental ECD EAs appear to be substantially different
than those predicted by theory or solution data, as reflected in
Tables 1, 2, and 5. In other cases, there is sometimes a scatter
of ECD values of 0.2 eV but reasonably close agreement with
the DFT predictions. In support of all of the reassignments in
Table 1 is the fact that the theoretical predictions, in all cases,
clearly favor the values reassigned on the basis of solution data
in Tables 1 and 2.

For phenanthrene, a-∆G°a,298K value of 0.1 eV fits both
the reduction potential data and DFT predictions better than
the EA of 0.31 eV from ECD data, and some ECD values are
as low as 0.20 eV. The EA of 0.7 eV for fluoranthene was
chosen over the 0.63 eV value from ECD data because it better
fits with the reduction potential and DFT predictions. For benzo-
[c]phenanthrene and dibenz[a,j]anthracene, approximate aver-
ages of various ECD values were chosen in Table 1 that better
fit the regressions in Table 5 and the reduction potentials. For
corannulene, the-∆G°a,298K predicted from its reduction
potential is 0.8 eV, while the measured number from the
apparently unreliable CID method is 0.50 eV. The predicted
-∆G°a,298K from regression analysis from Table 5 is 0.79 eV,
which is close to the assigned value from reduction potentials
and far from the CID value.

The CID experiments on PAHs seem to be generally in error.
The problem is most acute for biphenylene and C60 but is seen
for benz[a]anthracene, benzo[ghi]perylene, corannulene, and
perylene, as well. Only for anthracene, cyclooctatetraene,
1-methylanthracene, fluoranthene, pyrene, and coronene do the
CID experiments seem to give the correct result. Again, the
correlations with DFT-calculated results support this view. It
is not clear why the CID kinetic method fails for electron transfer
between PAH anions when it is so successful for many other
reactions and for EAs of some substituted nitrobenzenes.69

For 1,3-butadiene and cyclobutadiene, the assigned EA values
are based upon high-level theory and an ETS experiment for
1,3-butadiene. The two DFT results for 1,3-butadiene and
cyclobutadiene differ from one another and are outliers by as
much as 0.2 eV in Table 5. Since the CCSD(T) values for these
two molecules in Table 4 differ significantly from the DFT
results and agree with what is known experimentally, it appears
that the DFT calculations, even with larger basis sets, do not
describe the EAs of these two molecules as well as the others.

For pentalene, the agreement between the two DFT regres-
sions is also large, and agreement with experiment is moderate.
The “experimental” EA of 1.4 eV for pentalene was estimated
in a fashion similar to that discussed above for cyclobutadiene
on the basis of an experimental estimate for 1,3,5-tri-tert-
butylpentalene from the Born model and calculated DFT EA
differences in Table 5. This estimate fits the B3LYP/6-311G-
(d,p) predicted∆G°a,298K within 0.12 eV but differs from the
B3LYP/6-31+G(d,p) prediction by 0.27 eV. The solvation
analysis for tri-tert-butylpentalene gives an electron affinity from
its reduction potential that fits the DFT calculated EA very
well.70 This might be surprising since the applicability of the
Born model and solvation could be quite different from the
PAHs. Though the charge delocalization in the conjugated
aromatic rings differs in nature from that onto the alkyl groups
attached to the pentalene anion, the Born model seems to fit
both reasonably well.

Similarly, the dithia-substituted cyclobutadiene1, for which
an experimental reduction potential is available, leads to a
predicted-∆G°a,298Kfor 1 of 0.26 eV from eqs 2 and 4 in Table
2.60 This value differs from the theoretically predicted-∆G°a,298K

of 0.70 eV from Table 5 by more than usual. One question at
issue in the electron-attachment reaction for1 is whether the
electron goes into an antibondingπ orbital or whether it might
be more localized on the sulfurs. Looking at orbital coefficients
or electron and spin densities in the radical anion, we see that
the DFT wave functions predict delocalization over both theπ
system and the two sulfur atoms. When we calculate the electron
affinity of the CH2 derivative2 at the B3LYP/6-311G(d,p) level,
we get a value 0.47 eV lower than for1, indicating that the
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unusually high EA for1 is the result of electron delocalization
onto the sulfur. The dioxa derivative3 is predicted to have an
EA a bit higher than for1, showing that the electronegativity
of the heteroatom is a large factor in determining the stability
of the radical anion. The small difference between predicted
EAs of2 and cyclobutadiene are consistent with the observation
that alkyl substitution does not much affect the EAs of other
PAHs in Table 5. The reduction potentials for1 and 3 are
predicted from their similar Born solvation energies and that
for 2 about 0.4 eV more negative. The 0.4 eV discrepancy
between the estimated experimental value and the predicted EAs
for 1 might lie in either the experimental reduction potential or
the theoretically calculated EA, or both. Perhaps the electron
delocalization onto sulfur is somehow related to the problem.

The vertical negative electronic energy for electron attachment
to C60 was calculated at the B3LYP/6-311G(d,p)//HF-6-31G-

(d) and B3LYP/6-31+G(d,p)//HF-6-31G(d) levels as 2.51 and
2.37 eV (2.18 and 2.09 from the regression equations),
respectively, using theIh geometry of the neutral hydrocarbon
for the anion calculation. As discussed previously, the B3LYP/
6-31+G(d,p) and B3LYP/6-311G(d,p) regression-predicted
values at the B3LYP/6-311G(d,p) geometries for C60 and its
anion (Ci symmetry) are 2.92 and 2.42 eV, respectively, agreeing
only moderately well with the 2.78 eV value in Table 2. These
results, however, clearly support the adiabatic EA from LPES
measurements of 2.689 eV63 and confirm that the CID value of
1.62 eV is anomalous.25a Zero-point and thermal energy
corrections and entropy corrections were derived from our
B3LYP/6-31G(d) frequency calculations on C60 and theCi anion
of C60. The free energy for electron attachment in Table 2 for
C70 is calculated from an LPES EA using thermodynamic
corrections estimated from the calculated C60 values. Prior DFT

TABLE 7: Theoretical Koopmans’ Theorem EAs and Experimental Free Energy for Electron Attachmenta

HF/
6-311G(d,p)
E(LUMO)

B3LYP/
6-311G(d,p)
E(LUMO)

B3LYP/
6-31+G(d,p)
E(LUMO)

HF/
6-311G(d,p)

E(HOMO,M-)

B3LYP/
6-311G(d,p)

E(HOMO,M-)

B3LYP/
6-31+G(d,p)

E(HOMO,M-)

HF/
6-311G(d,p)

E(HOMO,M-*)

B3LYP/
6-311G(d,p)

E(HOMO,M-*)

ROVGF
6-311G(d,p)

EA -∆G°a,298K

benzene -3.71 0.26 0.42 -1.25 -3.59 -2.99 -1.80 -4.00 -2.61 -1.04
benzocyclobutadiene -2.33 1.70 1.81 0.28 -1.69 -1.31 -0.59 -2.26 0.29
styrene -2.79 1.15 1.28 -0.14 -2.20 -1.76 -1.00 -2.60 -0.1
azulene -1.47 2.12 2.20 0.88 -1.19 -0.91 0.32 -1.49 -0.36 0.81
naphthalene -2.55 1.26 1.33 -0.31 -2.09 -1.81 -0.92 -2.36 -1.55 -0.16
1-Menaphthalene -2.56 1.22 1.29 -0.28 -2.01 -1.73 -0.92 -2.27 -0.2
2-Menaphthalene -2.66 1.15 1.10 -0.29 -2.01 -1.77 -0.98 -2.37 -0.2
acenaphthylene -1.48 2.16 2.22 0.87 -1.02 -0.79 0.13 -1.31 0.8
biphenylene -2.30 1.51 1.58 -0.12 -1.51 -1.26 -0.76 -1.90 -1.09 0.2
biphenyl -2.90 0.97 1.05 0.07 -1.76 -1.46 -1.16 -2.33 -0.1
fluorene -2.66 1.02 1.10 -0.18 -1.94 -1.68 -0.88 -2.26 -0.1
anthracene -1.69 1.91 1.96 0.50 -1.06 -0.88 -0.10 -1.26 -0.93 0.60
phenanthrene -2.49 1.28 1.34 0.16 -1.63 -1.42 -0.54 -1.95 0.1
diphenylacetylene -2.20 1.55 1.60 0.44 -1.15 -0.96 -0.36 -1.46 0.32
trans-stilbene -2.19 1.65 1.73 0.75 -1.05 -0.84 -0.22 -1.40 0.35
1,1-diphenylethylene -2.86 1.12 1.24 0.37 -1.45 -1.18 -0.83 -2.03 0.2
1-Meanthracene -1.73 1.87 1.91 0.19 -1.03 -0.86 -0.13 -1.24 0.55
fluoranthene -1.53 2.03 2.09 0.66 -0.81 -0.63 0.01 -1.08 0.22 0.7
pyrene -1.81 1.75 1.80 0.42 -1.13 -0.96 -0.19 -1.35 -0.99 0.56
benz[a]anthracene -1.75 1.83 1.87 0.39 -0.89 -0.74 -0.13 -1.09 0.70
benzo[c]phenanthrene -2.01 1.60 1.64 0.27 -1.14 -0.99 -0.23 -1.33 0.40
chrysene -2.12 1.54 1.58 0.22 -1.16 -1.00 -0.32 -1.38 -0.90 0.42
naphthacene -1.10 2.35 2.38 1.07 -0.34 -0.21 0.53 -0.51 -0.01 1.02
triphenylene -2.44 1.22 1.29 0.12 -1.46 -1.25 -0.47 -1.72 -1.18 0.29
benzo[a]pyrene -1.50 2.00 2.04 0.83 -0.62 -0.49 0.31 -0.83 -0.34 0.77
benzo[e]pyrene -1.86 1.67 1.73 0.39 -0.99 -0.82 -0.23 -1.19 -0.66 0.49
perylene -1.28 2.17 2.24 0.90 -0.49 -0.31 0.33 -0.66 -0.53 1.00
benzo[ghi]perylene -1.50 1.94 1.99 0.63 -0.66 -0.51 0.04 -0.84 -0.34 0.7
pentacene -0.67 2.66 2.68 1.56 0.18 0.28 0.97 0.05 1.32
picene -2.05 1.53 1.58 0.72 -0.90 -0.76 -0.07 -1.18 0.14 0.54
dibenz[a,h]anthracene -1.80 1.76 1.80 0.31 -0.73 -0.60 -0.17 -0.93 0.68
dibenz[a,j]anthracene -1.80 1.76 1.80 0.31 -0.76 -0.63 -0.20 -0.94 0.60
coronene -1.74 1.68 1.71 0.41 -0.86 -0.75 -0.19 -1.04 0.57
cyclooctatetraene -2.76 1.50 1.58 0.88 -0.69 -0.40 -1.39 -2.39 0.66
1,3-butadiene -3.31 0.94 1.13 -0.42 -2.91 -2.21 -1.39 -3.50 -0.64
cyclobutadiene -2.63 1.64 1.87 0.13 -2.24 -1.57 -0.72 -2.30 -0.08
pentalene -1.13 2.79 2.88 0.73 -0.54 -0.19 0.34 -0.54 1.4
indene -3.18 0.66 0.86 -0.42 -2.52 -2.19 -1.29 -3.08 -0.4
corannulene -1.68 1.86 1.91 0.61 -0.84 -0.68 -0.44 -1.12 0.8
1 1.53 1.54 -0.37 -0.28 0.3
1,3,5-tri-t-Bu-pentalene 2.46 2.47 -0.03 0.05 1.3
1,3,5-triMepentalene 2.34 2.39 -0.51 -0.30 1.1

regression statistics
R2 0.9300 0.9212 0.9141 0.8788 0.9323 0.9497 0.9449 0.9194 0.7807
standard error (eV) 0.123 0.130 0.136 0.161 0.120 0.104 0.109 0.132 0.250
N 33 33 33 33 33 33 33 33 15
slope (m) 0.7166 0.9307 0.9608 0.8371 0.6415 0.7439 0.8024 0.5725 0.6279
intercept (b) 1.862 -1.1092 -1.2159 0.114 1.196 1.162 0.658 1.272 0.926
std error inm 0.0353 0.0489 0.0590 0.0558 0.0310 0.0307 0.0348 0.0305 0.0923
std error inb 0.075 0.082 0.092 0.034 0.044 0.036 0.022 0.052 0.094

a All values in electronvolts. Data below bold horizontal line not included in regressions.
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calculations on the C60 anion gave aD3d geometry but without
confirmatory frequency calculations.71

In Table 6 are shown data from MP2 calculations with the
6-31+G(d,p) basis set for those hydrocarbons where such
calculations were convenient, and with the 6-31G(d) basis for
the complete set. Also included are the results of the PMP2
spin annihilation methodology. The corrected EAs indeed
usually give closer correlations with experiment in terms of
absolute values and for the EA trends, which are evident in the
regression data with experimental results summarized at the
bottom of the table, as with Table 5. With the PMP2/6-31G(d)
results the absolute values are seriously in error, and the standard
error in the regression with experimental results is similar to
the HF results in Table 5, at 0.15 eV. When regressions were
carried out on the MP2 energies without spin annihilation,R2

was only 0.267 and the standard error rose to 0.34 eV. At least
part of the problem with the MP2 data can be seen from the
spin-projection results. There are serious spin contamination
problems noted earlier from the<S2> values at the HF level
that are not completely removed for all molecules at the MP2
level, even after the PMP2 spin-annihilation correction (see
Supporting Information). In fact, the spin annihilation procedure
actually leads, counterintuitively, to increased values of<S2>
in cases where the spin contamination is large. The reason for
this is probably that there are significant contributions from very
high spin states, sextets (<S2> ) 8.75) and octets (<S2> )
15.75) in addition to quartet (<S2> ) 3.75) contamination. The
PMP2 procedure removes only the quartet contamination, so
that renormalization could well lead to an increase in<S2> as
the fraction of these highest spin states increases.72

Table 7 shows the results of the Koopmans’ Theorem
methods for a large number of the aromatic hydrocarbons.
Regression analysis results summarized at the bottom of Table
7 show standard errors of regression that range from 0.104 to
0.136 eV, except for the ROVGF method, which has much
larger errors, with a standard error of 0.25 eV. The ROVGF
method is known to perform better for low energy ionization
energies than it does for electron affinities. This is a consequence
of the approximation ROVGF uses to estimate the fourth- and
higher-order terms. Better agreement might be obtained if
UOVGF ionization energies were calculated for the radical
anions, but these are very expensive calculations. In fact, with
other Koopmans’ Theorem results in Table 7, the best methods
were based upon the energy of the HOMO of the radical anion,
rather than the LUMO of the neutral hydrocarbon. These
Koopmans’ Theorem methods are useful, though not as reliable
as the results in Table 5 using the∆E method. The predicted
∆G°a,298K values from regressions with Koopmans’ Theorem
data generally agree well with those by the∆E method and
support the proposed reassignments of EAs.

Conclusions

We have found that a combination of theoretical calculations
and experimental electron affinity and solution reduction
potential data can be used to aid in the reinterpretation of the
experimental data for PAHs to find a self-consistent interpreta-
tion of all the results. To accomplish this, we have tested the
theoretical methods with a large enough set of experimental
data to be able to conclude that∆G°a,298Kvalues can be predicted
with reasonable reliability for PAHs and related hydrocarbons.
Standard errors from linear regressions between theoretical and
experimental free energies are 0.070 eV (mean unsigned error
) 0.05 eV) and 0.077 eV for the∆E method using density
functional theory (DFT) methods, B3LYP/6-31+G(d,p) and

B3LYP/6-311G(d,p), respectively. With the Hartree-Fock and
MP2 methods, spin contamination is a problem, and larger
standard errors of 0.13 to 0.15 eV are found, even with
correction for the quartet spin state contamination by the PMP2
spin-projection methods. Koopmans’ Theorem methods based
upon HF and DFT LUMO(M) energies lead to standard errors
of 0.12 to 0.14 eV, while those based upon HOMO(M-•)
energies give markedly smaller standard errors, as low as 0.10
eV for DFT methods with the radical anions. The OVGF
Green’s Function method gives a standard error of 0.25 eV.

Comparison of gas-phase free energies with solution-phase
reduction potentials provides a measure of solvation energy
differences between the radical anion and neutral PAH. A simple
Born model approximates the dominant electrostatic solvation
effects on the radical anions. This leads to a good correlation
of experimental solvation energy differences with the inverse
effective ionic radius, assuming that the PAH anions may be
approximated as spheres with the same volumes as those derived
from DFT electron-density envelopes of the PAH anions. This
implementation of the Born model leads to a very useful
procedure for the estimation of unknown or questionable
∆G°a,298K values from experimental reduction potentials. Such
a procedure is a general one that could be applied to other
molecules and to thermodynamic data for other gas- and
solution-phase reactions, such as ionization to radical cations
(ionization potentials) and protonation (gas-phase basicities).
This sort of theoretical approach can be extended to ions not
well described as approximate spheres of nearly even charge
distribution by using the generalized Born theory incorporated
into current theoretical models for solvation.55 We are currently
pursuing such studies.

The Born model has been used to relate the electrostatic
solvation energies of PAH and hydrocarbon radical anions and
spherical halide anions, and alkali metal cations, and ammonium
ions to effective ionic radii from DFT electron-density enve-
lopes. Standard errors in regressions based upon the Born model
are as low as 2-3 kcal mol-1, which is the same magnitude as
the standard errors in prediction of∆G°a,298Kvalues from DFT
calculations and the variability of some experimental EA and
reduction potential data (ca. 0.1 eV). A free energy of solvation
term has been derived from experimental∆G°a,298Kand reduc-
tion potential data for the very large spherical radical anion from
C60. The Born model used for PAHs has been successfully
extended here to quantitatively explain the solvation energy of
the C60 and C70 radical anions.

The two independent estimates of∆G°a,298K values from
reduction potentials and Born theory and from the ab initio and
DFT calculations lead us to propose reassignments for nearly
one-half (17 of 38) of the PAHs and related molecules for which
experimental EAs have been reported: styrene, indene, biphe-
nylene, biphenyl, fluorene, phenanthrene, the methylnaphtha-
lenes, acenaphthylene, 1,1-diphenylethylene, fluoranthene, coran-
nulene, perylene, benzo[ghi]perylene, benz[a]anthracene, benzo-
[c]phenanthrene, dibenz[a,j]anthracene, and perhaps coronene.
DFT calculation of the electron affinity for C60 is consistent
with the LPES measurement and confirms that the CID
measurement does not properly determine the adiabatic electron
affinity. The prevalence of such discrepancies, sometimes large,
between EAs of PAHs measured by the CID method and other
methods or predicted from both our DFT calculations and
estimates from solution reduction potentials and the Born model
suggests that there may be a systematic problem with the
interpretation of these experiments. The concept of a “local”
electron affinity for C60 has been proposed in this context.25a
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Our conclusion that the problems with application of the CID
method to EAs of PAHs are widespread suggests that further
experimental work would be in order to help define the scope
of the problem and the fundamental origin of the peculiar kinetic
effects that must be operating. We explored the possibility that
these anomalies might be related to the possible formation of a
covalently bound anion-neutralσ complex in the CID experi-
ments by calculating the geometries and energies ofπ and σ
complexes for anthracene and its anion. Surprisingly, the free
energy for formation of theπ complex was favorable by 0.11
eV and unfavorable by 1.29 eV for theσ complex, calling into
question the notion thatσ complex formation might explain the
CID anomalies.

The dithia-substituted cyclobutadiene1 reveals an anomalous
reduction potential and EA due to electron delocalization onto
the sulfurs. This is confirmed by comparing its calculated EA
with those for derivatives2 and 3 lacking the sulfur. For1,
there is a significant discrepancy (0.4 eV) when the theoretically
predicted EA and estimated EA from the experimental reduction
potential are compared, but the estimation of the EA for
cyclobutadiene from the reduction potential of1 leads to a value
consistent with that from high-level quantum theory (-0.08 eV)
and to an estimated reduction potential (1.6 eV vs Hg). Similarly,
with the aid of the Born model, the experimental reduction
potential for the antiaromatic hydrocarbon, 1,3,5-tri-tert-butyl-
pentalene, leads to an estimated EA (1.3 eV) that is close to
that expected from DFT calculations. This combination of
experimental and theoretical methods also provides a basis for
the estimation of both the reduction potential (0.4 eV vs Hg)
and EA (1.4 eV) of pentalene with some degree of confidence
and suggests that this methodology could be extended to the
predictions for many other molecules for which either or both
of these experimental quantities are not available.
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